Spectral random walks and line broadening of impurity molecules
in an Ising spin glass environment
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Transition energy fluctuations in impurity molecules, embedded in an inhomogeneous environment,
are investigated within an Ising spin model of the environment. The spatially distributed impurity
molecules are assumed to interact with the Ising spin glass through dipole—dipole type of
interaction. We calculate the fluctuations in the transition energies of impurity molecules, for
different temperatures and various Ising parameters, and find that the spectral distribution of the
fluctuations follows approximately a fl/jpower law. The fluorescence spectra of the impurity
molecules yield microscopic information about domain structures in the Ising environment. In the
case of large disorder, the distribution of transition energies shows profiles similar to those observed
in single molecule spectroscopy. €998 American Institute of Physi¢§0021-9608)51405-5

I. INTRODUCTION dresses the problem of the transition energy fluctuations of
single molecules embedded in a matrix, emphasizing the de-
The use of nonlinear optical field interactions to probependence on temperature and on disorder. The energy fluc-
the properties of matter has been propelled by the rapid aduations, which appear as spectral noise, can be described in
vances in laser measurement techniques. Recently, the ulterms as spectral random wak& 3! The assumptions in
mate limit of optical spectroscopy, single molecule detectiorour model have been partly motivated by the experimental
(SMD), has been attained, in which the spectral propertiepbservations in system of dilute pentacene doping of
of individual single impurity molecules in solids/ p-terphenyl crystals. Th@-terphenyl molecule consists of
polymers®? liquids }°~*® and on surfacé&~??are measured, three phenyl rings and, in the crystalline phase, the two outer
with the ensemble average removed. The SMD techniqueings lie in the same plane, whereas the central ring can twist
provides information about the nature of the homogeneousither clockwise or anticlockwise relative to this plaie.
lineshape, which is often obscured by inhomogeneous broadkbove a critical temperaturel(= 193 K), the motion of the
ening. One is able now to study the line shapes and lineeentral phenyl ring corresponds to motion in a symmetric
widths of single molecules and their modification by the en-double well potential, and the two possible configurations of
vironment, the temperature, or by the applied laser fieldsgentral ring occur equally. Below the critical temperature,
and thus gain information about the molecules themselveRowever, interactions between neighborimgerphenyl mol-
and their local environment. ecules lead to an asymmetric double well potential for the
An observable which has recently drawn attention incentral ring motion, and the central phenyl rings are antifer-
spectroscopic studies of single impurity molecules in hostomagnetically orderetf Due to thermal excitations, associ-
systems is the modulation with time of their transition ener-ated with some defects in the crystal, the central ring can flip
gies. In many cases, these energy modulations are assumesien well below the critical temperature. The spectral noise
to a good approximation, to have a Gaussian nature. This isf the pentacene impurity is believed to measure the fluctua-
obviously true if the interactions between the impurities andions of the terphenyl environment. Such systems have been
host have a cumulative effect of a large number of weakstudied theoretically using randomly distributed, indepen-
interactions, and the regular central limit theorem comes intalent, two-level systemgTLS),3%342% which follow the
play. This allows, for instance, to use an ensemble of harAnderson—Kubo process&sin the model, the TLSs corre-
monic oscillators as the host system, which leads to a Gausspond to the two lowest quantum states associated with re-
ian modulation of the impurity molecules. One should no-orientation of the central phenyl ring gf-terphenyl. Our
tice, however, that the Gaussian nature of the modulationapproach is to introduce the Ising spin glass model, whose
does not mean that all individual modulations follow a properties have been extensively studied within the field of
Gaussian. The ability to measure transition energies of singleritical phenomend®3” as the host lattice. The Ising spin
molecules opens the possibility to measure non-Gaussiamodel introduces coupling between the spins which repre-
characteristics of single modulations directly from experi-sent the dynamical environment, an aspect missing in the
ments, as was pointed out by Wang and Wolyffes. conventional TLS model. Depending on the choice of param-
Here, we present a simple theoretical model which adeters, this model yields an inhomogeneous structure of do-
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mains, due to frustration in the bond configurations. Near thevhereF;S denotes a spin configuration obtained fr@iy
domain boundaries the Ising spins can flip even at low temflipping the ith spin: F;S=(S;,...,—S,....Sy) for S
peratures. In the current model, the domains which deter=(S,,...,S,...,Sy). The transition probability per unit
mine the spectral noise of the impurity molecules, are contime, W,(S), for theith spin to flip in a configuratiors is
trolled by the bond distributions and initial conditions, chosen to be of the Glauber tyft;*®

whereas, in the TLS model, the neighboring structures 1

around impurities are assumed from the start to be randomly eV &1 _

distributed TLS. Our aim is to embed impurity molecules Wi(S)= 57 (1~ tanhE) @3
into the host Ising spin glass system and probe the local flips .
of the spins by following the changes in the transition fre-V!
guencies of the impurity molecules. We investigate the sta- _
tistical properties of the fluctuationspectral noise aver- E=> K, (2.4)
aged over time, or ensemble, and calculate power spectra and !
line broadening. The present model is probably too idealize%herez

to discuss dynamics in pentacene doped terphenyl crystalgs the th site, andr represents the time scale for a noninter-

However, it does capture some general properties of Molacing spin to flip. It should be noted that this transition
ecules interacting with a frustrated environment. This can b%robability satisfies the detailed balance condition

extended to other systems, such as solvent molecules in wa-

ter, where the water is simulated by the spin glass system as  W;(S)P(S) =W;(F;S)P.{F;S), (2.5
has been proposed in Refs. 38—43. Our approach combines

the knowledge of spin glasses, heat-baths, and fluctuatiofhere

analysis to study molecular spectroscopy in condensed Ped S)ex] 7a(S)] 2.6
phases.

In Sec. Il we outline the model of impurity molecules s the equilibrium distribution.
coupled to an Ising spin glass environment. The basic steps |n this paper, a standard Monte Carlo method, which
of the Monte Carlo simulation are also explained. In Sec. lllyses discrete time steps and updates spins in a random se-
we present results of simulations for various initial condi-quence, is applied to generate a sample of the time evolution
tions, bond configurations, and coupling strengths. We endf spin configurations, described by the master equation
with a summary in Sec. IV. (2.2. (i) We start by specifying an initial condition for the
set of {S;}. (ii) We select one spin configuratiors§ in
which one dynamical variable will be changed randomly
from S to S/. The indexi is selected by going through the
array of spin labels randomlyiii) We compute the change

We consider impurity molecules embedded in a disorin energyE;, produced by the trial move, using E®.4),
dered environment modeled by the kinetic Ising model. Weand the transition probability;(S) using Eq.(2.3). (iv) We
first describe the environment itself, and then introduce imSéelect a random number in the interval 6<z<1. (v) If
purity molecules whose spectral noise we follow. 7W;>z the move is accepted, i.65; is replaced bys/; oth-

Let us consider a system ®f Ising spins in a lattice erwise the move is rejected, i.e., the state with the previous
with a quenched bond disorder. The Hamiltonian of the sysconfiguration §) is counted once more as a “new” state.
tem, including the factor 1/(kgT), wherekg andT are the  The time 7/N in the master equatio(2.2) corresponds to
Boltzmann constant and the temperature, respectively, iBrocedures(ii)—(v). (vi) We repeat procedure§i)—(v) N
given by times, which defines one Monte Carlo st&pCS). One can

1 1 set 7 to unity so that the unit time of the master equation
o= — — Ho=—— . §S = cq agrees with one Monte Carlo step. Although there are other

7 kgT He kgT azn JiSS QEJ) K55 @ algorithms for generating sample paths, this procedure de-
Here,S;=+1 denotes an Ising spin at thth site, andS scribes well 'Fhe dynamics of the Ising env_ironments..
denotes summation over all the nearest-neighbor pairs. Each W€ now introduce impurity molecules into the Ising en-
coupling constank;; is an independent quenched randomVironment. For simplicity, we assume that the configurations
variable. In the case of the J Ising model,K; is equal to  ©Of the Ising system are not modified by the impurities. In
K>0 with probabilityp, or —K with probability 1— p. addition, we assume that the spins a_n_d impurities share the

The dynamics of the system is assumed to be describetfMe Ifatt|ce sites, z_ind that the |r_np_ur|t|es do not per_tur_b the
by the single-spin-flip kinetic Ising mod& -6 The probabil- dynamlcs of_ the spin system. This is a rathgr unrt_aallstlc as-
ity P(S;t) that the system has a spin configurati&n sumption, since impurity molecules most likely introduce

th

]<i> denotes summation over all nearest-neighbor sites

II. IMPURITY MOLECULES IN ISING SPIN GLASS
ENVIRONMENT

=(S,,S,,...,Sy) at timet obeys the master equation some defects into the crystal structure, such as deformations
of bond configurations or dislocations of spfterpheny)
J molecules. It is not difficult to incorporate such effects into
— P(S;t)= =W (S)P(S;t) + W;(F,;S)P(F;S;t)], i ) ;
at (SH Z [-Wi(SPSY (FiSIP(RS] model; however, here we consider the simplest case as a

(2.2 starting point.
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We assume that the impurity molecules interact via (a)
dipole—dipole type interaction with the surrounding spins.
Namely, the coupling between the molecules and spins de- - P
pends on the distance?44® X

Q) AF P~—~—__ - F
_ ij SG

wirij) = i @7 0 1-p b P 1
wherer ; is the distance between thia impurity and thg th (b)
spin, andW¥({;;) is a function of the polar anglé);; .
W(£;;) is assumed to be one for 2D Ising model. The tran-
sition frequency at sité is denoted byw;(t) and can be L P
calculated according to AF F

wi()=wo+ X, W(rj)S;(1), (2.9 0 1-p, > p. 1

jZi

where wg is the transition frequency of the bare impurity FIG. 1. The phase diagram of theJ Ising model for(a) the simple cubic
molecule itself and is set equa| to zero. The transition frelattice anc_i(b) the square lattice. The paramagnetic, ferromagnetic, antifer-
guencyw;(t) in Eq. (2.8 carries information about the sur- ;ZQLZ%TE/ZIC;}. and spin glass phases are denote® b, AF, and SG,
rounding environment. Until recently, one could only mea-
sure ensembles of impurity molecules and therefore obtain
inhomogeneously broadened spectra. The ability to measure . -1
transition energies of single molecules makes it possible t§hases is given byp=p; and 0<K™ <K, "(pc). In the
investigate the individual time series(t). In the next sec- Sa@me way, the phase boundary between the antiferromag-
tion, we carry out numerical simulation of the model to dem-N€tc land Ehle spin glass phases is giverpbyl—p. and 0
onstrate the characteristics of the spectral random walks or K "=Ks(1-pc). ] )
single molecules, emphasizing the dependence on the em- N the case of the=J Ising model for the square lattice,
bedding host system and on temperature. the spin glass_plhase is believed to disappear as sh_olwn in Fig.
1(b). Thus, K;*(p)=0 for 1—p.<p<p., and K; (p¢
+0)>K; Y(p—0)=0 and K¢'(1—p.—0)>Ks (1-p.
+0)=0. The linep=p, with 0<K 1<K_*(p.+0) is the

The *£J Ising model in the case of the simple cubic boundary between the ferromagnetic phase and the paramag-
lattice has a paramagnetic phase, a ferromagnetic phase, aetic phase. The linp=1—p, with 0<K <K_(1—p,
antiferromagnetic phase, and a spin glass phase. These0) is the boundary between the antiferromagnetic and the

IIl. NUMERICAL RESULTS AND DISCUSSION

phases are described by the magnetizatienZ,(S;)/N, the
staggered magnetizatians=(%; . A(S)— 2 s(S))/N and
the Edwards—Anderson spin glass order pararfretgr
=3.(S)?/N. Here, the lattice is divided into two interpen-
etrating sublattice#\ andB in such a way that no nearest-

paramagnetic phases.

In the =J Ising model, the temperature regirke *(p)
<K < K;l(pz 1) for a fixedp, wherem=m,=q=0, is
called the Griffiths phase. In the Griffiths phase, the relax-
ation of the averaged spin autocorrelation function is

neighbor pair of sites belongs to the same sublattice. Sunpredicted®=>® to be anomalously slow. The prediction is

mation over all sites on thé sublattice and that on thB
sublattice are denoted By, _, and 3, _g, respectively. In
the paramagnetic phasa=m,=q=0; in the ferromagnetic
phasem#0 andms=0; in the antiferromagnetic phase,
=0 andmg#0; in the spin glass phasej=m;=0 andq
#0. Note thatq#0 if m#0 or mg#0.

The phase diagram of the simple cubic lattc® is
schematically shown in Fig.(4). For a fixedp, the system
shows a phase transition &t *= Kc‘l(p). In the high tem-
perature regimekK ~1> Kc’l(p), the phase is paramagnetic.
In the low temperature regimé 1< Kc‘l(p), the phase is
ferromagnetic forp.,<p=<1, it is antiferromagnetic for 0
<p<l-p., anditis a spin glass phase, forp.<p<p..
Because of the symmetry of the Hamiltonighl), the tran-
sition temperature satisfigé_ *(p)=K_*(1—p). As p in-
creasesKgl(p) decreases for € p=<0.5 and increases for
0.5=p=1. It is continuous ap=p; andp=1—p;; Kc(pc
+0)=K.(p;—0) andK (1—p.+0)=K.(1—p,—0). The

based on the following argument: There exists an arbitrarily
large compact cluster of spins which can be regarded as a
region equivalent to a ferromagnetic pure system. Below the
critical temperature of the pure system, the spins in the clus-
ter relax cooperatively with a very long relaxation time. The
independent motion of such clusters dominates the long-time
behavior of the system, and gives rise to the anomalously
slow relaxation of the averaged spin autocorrelation func-
tion.

In the £J square lattice Ising model, a unit cell sur-
rounded by an odd number of antiferromagnetic bonds is
called a frustrated plaquette. In a frustrated plaquette no spin
configuration is energetically preferable for all the four
bonds, which means that at least one bond is energetically
unsatisfied with any spin configuration. A region without
frustrated plaquette is equivalent to a pure system and can be
regarded as a cluster in the Griffiths phase mentioned
above®?%6

phase boundary between the ferromagnetic and the spin glass In the following, we employ thet J spin glass model as
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(a) (b) (c)

FIG. 2. Bond configuration and equilibrium clusters at a low temperatire4.0) in two-dimensional spin glass model for case¢aph large disorder with
a “half up” initial spin configuration(p= 0.5, ps=0.5); (b) a small disorder with “all up” initial spin configuratiofp=0.9, ps=1.0); (c) a small disorder
with “half up” initial spin configuration(p=0.9,ps=0.5). A thin line represents a bond with, whereas a thick line a bond withK. The sites marked with
black circle means spins are in the up state. Transition frequencies of impurity moleg(tlesire calculated at the sites denoted by the triangles.

a model of a disordered environment. We limit our investi-=0.5), respectively. The system wikh=4.0 atp=0.9 is in
gation to the case of the square lattice, which is simpler anthe ferromagnetic phase. The spin configuration shown in
which approximates well the anisotropic interactions inFig. 2(b) is a typical equilibrium spin configuration, which is
p-terphenyl crystal$® The “up” and “down” spin states the ground state configuration with some thermal fluctua-
correspond to the two lowest quantum states associated witfons. In the ground state configuration, almost all spins have
the reorientations of the central phenyl ring pferphenyl.  the same sign. Because of the existence of antiferromagnetic
We believe that, although not completely realistic, thisbonds, some spins should have the opposite sign. The signs
model suffices to capture some general properties of impusf some spins are not determined due to the effects of the
rity molecules interacting with a frustrated environment, andfrustrated plaquettes. Such spins can fluctuate even at very
gives physical insight into the mechanism of broadening. low temperatures.

Monte Carlo simulations were carried out on axgg4 In Fig. 2(b), the equilibrium state is obtained after
square lattice with periodic boundary conditions. We denotel 0 000 MCS of the simulation. This is because the “all up”
the bond randomness gy the bond couplinginverse tem- initial configuration is very close to a ground state configu-
perature by K, and the probability of “up” spins at the ration. The spin configuration shown in Figic2is, in con-
initial configuration byps. In our calculations we discarded trast, regarded as a metastable state which appeares in the
the initial 10 000 MCS for equilibration. course of the ordering process, starting from the random ini-

In the following, we report the results of simulations for tial configuration. Such an ordering process occurs as a mo-
parametersp=0.5 and 0.9 andK=0.6 and 4.0 withps tion of domain walls, which are boundaries between two
=0.5 and 1. Becausk_ *(p=1)~2.27, p.~0.89,K_'(p  ordered regions, with different signs of magnetization. In the
=p.+0)~0.96 andK_ '(p=0.9)~1.28> for the square
lattice, the case@=0.9 with K=4.0 corresponds to the fer-
romagnetic phase and the other cases correspond to the Grif(a) (b)
fiths phase.

Figures 2 and 3 show spin configurations obtained after
discarding 10 000 MCS for 6464 systems witlK =4.0 and
K=0.6, respectively. Only a part of each systemX3®2) is
shown. The figures also present bond configurations of the
systems.

Figure Za) corresponds to the case of a large bond dis-
order (p=0.5) with a random initial spin configuratiorp{
=0.5). As mentioned above, the system wiKh=4.0 atp
=0.5 is in the Griffiths phase. It can be seen in Fi@) 2hat
spins in each frustration-free region take an energetically
preferable configuration, which is the ground state of the
region. As explained above, these frustration-free region§IG. 3. Bond configuration and equilibrium clusters at a high temperature
correspond to clusters in the Griffiths phase. (K=0.6) in a two-dimensional spin glass model for casegapfa large

. disorder with “half up” initial spin configuration(p=0.5, ps=0.5); (b) a
Figures 2b) and Zc) CorreSpond to the case of small small disorder with “all up” initial spin configuratiorjp=0.9, ps=1.0). A

bond disorder ¢=0.9). The initial configurations for Fig. iy line represents a bond with, whereas a thick line a bond withK as
2(b) and Fig. Zc) are “all up” (ps=1) and random [fs  symbols in Fig. 2.
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case of the pure systenp€ 1), curved domain walls are  (a)

unstable and the system, which is of finite size, eventually
reaches the equilibrium state with no domain walls a P
metastable state with straight domain walls the present g HHH\'W n ) |
case, because of the existence of small concentration of ar ° MW% ™ ot
tiferromagnetic bonds, the motion of domain walls is consid—,\ -2
ered to be pinned, and a spin configuration with curved do-~3_
main walls can be metastable with very long lifetime. S )
Figure 3a) corresponds to the case p=0.5 andpg At
=0.5 with K=0.6. The system is in the Griffiths phase. In 0 UL TR AL LA
the same way as in Fig.(®, spins in each frustration-free -2
region are in an energetically preferable configuration. Be-
cause the temperature is higher than in Fig),2more spins 0 500 0 500 1000
can flip from the energetically preferable configuration than t
in Fig. 2(a). (b)
Figure 3b) corresponds to the case pE=0.9 andpg 102
=1.0 with K=0.6. In contrast to Figs.(B) and Zc), the 10! ’\JN 1
system in this case is considered to be in the Griffiths phase 10° \/VW M |
and spins are found to flip cooperatively as clusters. 10" W/\/\W
The transition frequencies;(t) were calculated from 102
Eq. (2.8 for the four sites marked in Figs. 2 and 3, respec- &= 1100’2 C :
tively, and shown in Figs. @) —8(a). We also calculated the ™ o b ]
power spectrum for each time serieqt) according to 0 ] W
107~ /
1 (T 2 102 \
Ii(m=’f f dtew;(t) (3.2 10° ‘ L
0 10 10 107 10° 10 107 10°
f

and displayed the results in Figs(b#-8(c) plotted in log—
log scale. FIG. 4. Transition frequencies of impurity moleculegt) and their power
Figures 4—6 describe the low temperature case, and copPectralog-log plod in the case of Fig. @. Each figure is placed in the
. . same order of the impurity molecules denoted in Fig).2
respond to Figs. (@), 2(b), and Zc), respectively. Because of
the bond frustration, spins can flip even at this low tempera-
ture. Figure 4 is for large bond randomness. The flippings of
spins around an impurity molecule induce the spectral jumps Figure 6 is again for small bond randomness, but, the
in the transition frequency of the impurity. One observes, asnitial spin configuration is randomp=0.5). In this case,
seen in Fig. 48), small random modulations in the spectral the system is not in equilibrium, but in a metastable state
trajectory, which originate from the flippings of spins far with domain wallg[Fig. 2(c)]. Each domain wall can fluctu-
from the impurity molecules, superimposed on larger moduate without an energy change as long as its perimeter does
lations, which originate from the closer spins. However, onlynot change. In other words, spin flips can occur along the
a small number of spins can flip at these low temperaturegjomain walls. Thus, the flips should have some correlation
and the resulting noise shows stepwise fluctuations. Figurmediated by the domain walls. Since flips of the spins are
4(b) shows the power spectrum of the noise. Theridise  correlated, we observe a more pronouncefd ddwer rule
character is observed fdr>f.=0.03-0.1, which indicates than the case of Fig. 5.
that the correlation of spin fluctuations decays not as a single Figures 7 and 8 are for the higher temperature and cor-
process, but through multiple processes which depend on threspond to Figs. (&) and 3b), respectively. In the case of
local spin configuration. Fig. 7(a), flippings of spins with various time scales take
Figure 5 is for small bond randomness. In this caseplace throughout the lattice. Thus, the induced spectral noise
spins which can flip are associated with the frustrateddisplays multiscale characteristics with an upper cuttoff due
plaquettes. Since large number of spins hardly change at thts the nearest neighbor restriction. In this case, the “up” and
low temperature, the characteristic frequency of noise is de*down” spins are homogeneously distributed and the central
termined from the dynamics of uncorrelated spins. Thus, thérequencies of noises are abaut=0. Figure 7b) exhibits
power spectrum of the noise become®/(f2+ 7~ 2), where  the power spectrum of the noise. Here, again flippings of
=1, since the noise correlation, in this case, is expressed a&pins with various time scales take place throughout the lat-
«exp(—t/7). One should note that if the spins which can flip tice, and the 1/ noise character is observed fde>f.
are subject to a zero local field, and the time scale of the=0.03.
collected motion of spins is much longer thanthen the In the case of Fig. @&, the flippings occur mainly
dynamics of spins coincided with that of independent TLS. around a domain. If an impurity molecule is in a domain,
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(b) as a reference. Each figure is placed in the same order of the impuritgame order of the impurity molecules denoted in Fig).2

molecules denoted in Fig(1d.

then its noise fluctuates around= 2, whereas if it is outside
a domain, then it fluctuates arouad= — 2. At this tempera-

ture, the shape and position of the domain changes rapidly

ily calculate the inhomogeneous distribution. This distribu-
tion is constructed from a crude model, which nevertheless
gives physical insight into the broadening mechanism.

In Figs. 9 and 10, we present the distribution in each of

guency of the spectral noise often jumped between? and
w=—2. The power spectra are shown in Figb8 In each

=0.02. In Figs. ¢a) and 1Qa) the frequencies are homoge-
neously distributed and show a similar Gaussian-type distri-

figure, the 1f type spectrum is again observed, however, theyytion. The dynamical properties of each peak are, however
lower cutoff, f¢, is shifted to lower frequencies than in the qyjite different. In the case in Fig. (), each peak fluctuates

previous case of Fig.(B). A possible explanation of this

with large amplitudes, whereas the peaks in Fi@) $tay

lower values is the formation of domains, which are responmostly at the same position, as can be seen from Figs. 4

sible for slower dynamics observed in FigaBas a jump of
the central frequency betwees=2 andw=—2.

and 7a).
Figures 9b) and 1@b) correspond to the case of small

In order to demonstrate the inhomogeneous distributiomond disorder j=0.9) with the initial configuration are “all

of impurity molecules, we calculated,(t) the throughout
the 64x 64 lattice, using Eq(2.8), and plotted them with a
Lorentzian weight,

Wi =3 Y

- P o] 32

This quantity corresponds to the fluorescefmeabsorption
spectrum of the impurity molecules anccorresponds to the

up” (ps=1). For the lower temperature, Fig(d, the spin
system, apart for some thermal fluctuations, is in the ground
state configuration where almost all spins have the same
sign. Thus, we observe the main peak abest3.8. For the
higher temperature, Fig. 18), the spins with the same sign
form a domain and the distribution of the frequencies is
spread. It is clear from Fig.(8), that each peak fluctuates
more in the higher temperature case, and is more stable in the

natural damping. Note that since we assume that the impuritiower temperature. Figure(® corresponds to the case of
molecules do not disturb the dynamics of spins, we can easmall bond disorderg=0.9) with a random initial configu-
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same order of the impurity molecules denoted in Fig).3 same order of the impurity molecules denoted in Figp).3

I(l?
I(l?

ration (ps=0.5). As observed in Fig.(2), the spins form The present model can be applied tq study a wide range
two types of domains, which are ordered regions with differ-Of related pr%blgms. For example, following spin glass mod-
ent signs of magnetization. Corresponding to such domaifi!S Of Watgﬁ ~one can study the dynamics of targeting
structures the frequencies are widely distributed and show afiolecules in water solution. o

almost flat distribution. This configuration is considered to !N this work, we simply study the static distribution of

be metastable, with a very long lifetime, and is characterizednhomogeneous broadening as shown in Figs. 9 and 10. The
as being almost static. experiments on single molecule lines show that the homoge-

neous width measured by hole-burning or photon-echo ex-
periments is by itself an average of a broad distribution of

IV. CONCLUSIONS

We have investigated the effects of environment dynam- @ ®) ©
ics on the transition energies of impurity molecules. The en-
vironment is modeled by an Ising spin glass. We have car- \'
ried out Monte Carlo simulation of two-dimensionall spin b J
glass environments for various Ising parameters, and calcu®
lated the transition frequencies of an impurity molecule in = M\ “
order to account for spectral random walk in systems such a: l ﬂ J \N‘ | *f
dilute pentacene ip-terphenyl crystal, in which fluctuations }' | 1 W 1
of the transition energy arise from the flipping of the phenyl M
rings. The results demonstrate the large number of possibl ” . L
behaviors and the complexity of local impurity environ- v
ments. We find that, in many cases, the power spectra cHIG.Q. Spectral distribution ab;(t) for Figs. 2a)—2(c). We calculatev;(t)

frequencyl fluctgations S_hOW aflpower law regardless of for the sites shown in Figs.(&—-2(c) (in each case 1024 siteand then
local configuration of spins. obtain the distribution from Eq3.2).
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(b)

Wy

FIG. 10. Spectral distribution o;(t) for Figs. 3a—3(b). We calculate
wi(t) for the site shown in Figs.(8—3(b) (in each case 1024 siteand then
obtain the distribution from Eq3.2).
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