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Transition energy fluctuations in impurity molecules, embedded in an inhomogeneous environment,
are investigated within an Ising spin model of the environment. The spatially distributed impurity
molecules are assumed to interact with the Ising spin glass through dipole–dipole type of
interaction. We calculate the fluctuations in the transition energies of impurity molecules, for
different temperatures and various Ising parameters, and find that the spectral distribution of the
fluctuations follows approximately a 1/f power law. The fluorescence spectra of the impurity
molecules yield microscopic information about domain structures in the Ising environment. In the
case of large disorder, the distribution of transition energies shows profiles similar to those observed
in single molecule spectroscopy. ©1998 American Institute of Physics.@S0021-9606~98!51405-5#
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I. INTRODUCTION

The use of nonlinear optical field interactions to pro
the properties of matter has been propelled by the rapid
vances in laser measurement techniques. Recently, the
mate limit of optical spectroscopy, single molecule detect
~SMD!, has been attained, in which the spectral proper
of individual single impurity molecules in solids,1–7

polymers,8,9 liquids,10–18 and on surfaces19–22 are measured
with the ensemble average removed. The SMD techni
provides information about the nature of the homogene
lineshape, which is often obscured by inhomogeneous bro
ening. One is able now to study the line shapes and l
widths of single molecules and their modification by the e
vironment, the temperature, or by the applied laser fie
and thus gain information about the molecules themse
and their local environment.

An observable which has recently drawn attention
spectroscopic studies of single impurity molecules in h
systems is the modulation with time of their transition en
gies. In many cases, these energy modulations are assu
to a good approximation, to have a Gaussian nature. Th
obviously true if the interactions between the impurities a
host have a cumulative effect of a large number of we
interactions, and the regular central limit theorem comes
play. This allows, for instance, to use an ensemble of h
monic oscillators as the host system, which leads to a Ga
ian modulation of the impurity molecules. One should n
tice, however, that the Gaussian nature of the modulat
does not mean that all individual modulations follow
Gaussian. The ability to measure transition energies of sin
molecules opens the possibility to measure non-Gaus
characteristics of single modulations directly from expe
ments, as was pointed out by Wang and Wolynes.23

Here, we present a simple theoretical model which
J. Chem. Phys. 108 (5), 1 February 1998 0021-9606/98/108(5)/1
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dresses the problem of the transition energy fluctuations
single molecules embedded in a matrix, emphasizing the
pendence on temperature and on disorder. The energy
tuations, which appear as spectral noise, can be describe
terms as spectral random walks.1,24–31 The assumptions in
our model have been partly motivated by the experimen
observations in system of dilute pentacene doping
p-terphenyl crystals. Thep-terphenyl molecule consists o
three phenyl rings and, in the crystalline phase, the two o
rings lie in the same plane, whereas the central ring can t
either clockwise or anticlockwise relative to this plane32

Above a critical temperature (T5193 K), the motion of the
central phenyl ring corresponds to motion in a symme
double well potential, and the two possible configurations
central ring occur equally. Below the critical temperatu
however, interactions between neighboringp-terphenyl mol-
ecules lead to an asymmetric double well potential for
central ring motion, and the central phenyl rings are antif
romagnetically ordered.33 Due to thermal excitations, assoc
ated with some defects in the crystal, the central ring can
even well below the critical temperature. The spectral no
of the pentacene impurity is believed to measure the fluc
tions of the terphenyl environment. Such systems have b
studied theoretically using randomly distributed, indepe
dent, two-level systems~TLS!,30,34,24 which follow the
Anderson–Kubo processes.35 In the model, the TLSs corre
spond to the two lowest quantum states associated with
orientation of the central phenyl ring ofp-terphenyl. Our
approach is to introduce the Ising spin glass model, wh
properties have been extensively studied within the field
critical phenomena,36,37 as the host lattice. The Ising spi
model introduces coupling between the spins which rep
sent the dynamical environment, an aspect missing in
conventional TLS model. Depending on the choice of para
eters, this model yields an inhomogeneous structure of
1851851/8/$15.00 © 1998 American Institute of Physics
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1852 Tanimura, Takano, and Klafter: Line broadening of impurity molecules
mains, due to frustration in the bond configurations. Near
domain boundaries the Ising spins can flip even at low te
peratures. In the current model, the domains which de
mine the spectral noise of the impurity molecules, are c
trolled by the bond distributions and initial condition
whereas, in the TLS model, the neighboring structu
around impurities are assumed from the start to be rando
distributed TLS. Our aim is to embed impurity molecul
into the host Ising spin glass system and probe the local
of the spins by following the changes in the transition f
quencies of the impurity molecules. We investigate the s
tistical properties of the fluctuations~spectral noise! aver-
aged over time, or ensemble, and calculate power spectra
line broadening. The present model is probably too ideali
to discuss dynamics in pentacene doped terphenyl crys
However, it does capture some general properties of m
ecules interacting with a frustrated environment. This can
extended to other systems, such as solvent molecules in
ter, where the water is simulated by the spin glass system
has been proposed in Refs. 38–43. Our approach comb
the knowledge of spin glasses, heat-baths, and fluctua
analysis to study molecular spectroscopy in conden
phases.

In Sec. II we outline the model of impurity molecule
coupled to an Ising spin glass environment. The basic s
of the Monte Carlo simulation are also explained. In Sec.
we present results of simulations for various initial con
tions, bond configurations, and coupling strengths. We
with a summary in Sec. IV.

II. IMPURITY MOLECULES IN ISING SPIN GLASS
ENVIRONMENT

We consider impurity molecules embedded in a dis
dered environment modeled by the kinetic Ising model. W
first describe the environment itself, and then introduce
purity molecules whose spectral noise we follow.

Let us consider a system ofN Ising spins in a lattice
with a quenched bond disorder. The Hamiltonian of the s
tem, including the factor21/(kBT), wherekB andT are the
Boltzmann constant and the temperature, respectively
given by

HB52
1

kBT
HB5

1

kBT (
^ i , j &

Ji j SiSj5(
^ i , j &

Ki j SiSj . ~2.1!

Here,Si561 denotes an Ising spin at thei th site, andS^ i , j &
denotes summation over all the nearest-neighbor pairs. E
coupling constantKi j is an independent quenched rando
variable. In the case of the6J Ising model,Ki j is equal to
K.0 with probabilityp, or 2K with probability 12p.

The dynamics of the system is assumed to be descr
by the single-spin-flip kinetic Ising model.44–46The probabil-
ity P(S;t) that the system has a spin configurationS
5(S1 ,S2 ,...,SN) at time t obeys the master equation

]

]t
P~S;t !5(

i
@2Wi~S!P~S;t !1Wi~FiS!P~FiS;t !#,

~2.2!
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whereFiS denotes a spin configuration obtained fromS by
flipping the i th spin: FiS5(S1 ,...,2Si ,...,SN) for S
5(S1 ,...,Si ,...,SN). The transition probability per uni
time, Wi(S), for the i th spin to flip in a configurationS is
chosen to be of the Glauber type,44–46

Wi~S!5
1

2t
~12Si tanhEi ! ~2.3!

with

Ei5(
j

^ i &Ki j Sj , ~2.4!

whereS j
^ i & denotes summation over all nearest-neighbor s

of the i th site, andt represents the time scale for a noninte
acting spin to flip. It should be noted that this transitio
probability satisfies the detailed balance condition

Wi~S!Peq~S!5Wi~FiS!Peq~FiS!, ~2.5!

where

Peq~S!}exp@HB~S!# ~2.6!

is the equilibrium distribution.
In this paper, a standard Monte Carlo method, wh

uses discrete time steps and updates spins in a random
quence, is applied to generate a sample of the time evolu
of spin configurations, described by the master equa
~2.2!. ~i! We start by specifying an initial condition for th
set of $Si%. ~ii ! We select one spin configuration (Si) in
which one dynamical variable will be changed random
from Si to Si8. The indexi is selected by going through th
array of spin labels randomly.~iii ! We compute the chang
in energyEi , produced by the trial move, using Eq.~2.4!,
and the transition probabilityWi(S) using Eq.~2.3!. ~iv! We
select a random numberz in the interval 0,z,1. ~v! If
tWi.z the move is accepted, i.e.,Si is replaced bySi8; oth-
erwise the move is rejected, i.e., the state with the previ
configuration (Si) is counted once more as a ‘‘new’’ state
The time t/N in the master equation~2.2! corresponds to
procedures~ii !–~v!. ~vi! We repeat procedures~ii !–~v! N
times, which defines one Monte Carlo step~MCS!. One can
set t to unity so that the unit time of the master equati
agrees with one Monte Carlo step. Although there are ot
algorithms for generating sample paths, this procedure
scribes well the dynamics of the Ising environments.

We now introduce impurity molecules into the Ising e
vironment. For simplicity, we assume that the configuratio
of the Ising system are not modified by the impurities.
addition, we assume that the spins and impurities share
same lattice sites, and that the impurities do not perturb
dynamics of the spin system. This is a rather unrealistic
sumption, since impurity molecules most likely introdu
some defects into the crystal structure, such as deformat
of bond configurations or dislocations of spin~terphenyl!
molecules. It is not difficult to incorporate such effects in
model; however, here we consider the simplest case a
starting point.
No. 5, 1 February 1998
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1853Tanimura, Takano, and Klafter: Line broadening of impurity molecules
We assume that the impurity molecules interact
dipole–dipole type interaction with the surrounding spin
Namely, the coupling between the molecules and spins
pends on the distance as47,48

w~r i j !5
C~V i j !

r i j
3 , ~2.7!

wherer i j is the distance between thei th impurity and thej th
spin, andC(V i j ) is a function of the polar angleV i j .
C(V i j ) is assumed to be one for 2D Ising model. The tra
sition frequency at sitei is denoted byv i(t) and can be
calculated according to

v i~ t !5v01(
j Þ i

w~r i j !Sj~ t !, ~2.8!

where v0 is the transition frequency of the bare impuri
molecule itself and is set equal to zero. The transition f
quencyv i(t) in Eq. ~2.8! carries information about the su
rounding environment. Until recently, one could only me
sure ensembles of impurity molecules and therefore ob
inhomogeneously broadened spectra. The ability to mea
transition energies of single molecules makes it possible
investigate the individual time seriesv i(t). In the next sec-
tion, we carry out numerical simulation of the model to de
onstrate the characteristics of the spectral random walk
single molecules, emphasizing the dependence on the
bedding host system and on temperature.

III. NUMERICAL RESULTS AND DISCUSSION

The 6J Ising model in the case of the simple cub
lattice has a paramagnetic phase, a ferromagnetic phas
antiferromagnetic phase, and a spin glass phase. T
phases are described by the magnetizationm5S i^Si&/N, the
staggered magnetizationms5(S i PA^Si&2S i PB^Si&)/N and
the Edwards–Anderson spin glass order parameter49 q
5S i^Si&

2/N. Here, the lattice is divided into two interpen
etrating sublatticesA and B in such a way that no neares
neighbor pair of sites belongs to the same sublattice. S
mation over all sites on theA sublattice and that on theB
sublattice are denoted byS i PA and S i PB , respectively. In
the paramagnetic phase,m5ms5q50; in the ferromagnetic
phase,mÞ0 andms50; in the antiferromagnetic phase,m
50 andmsÞ0; in the spin glass phase,m5ms50 andq
Þ0. Note thatqÞ0 if mÞ0 or msÞ0.

The phase diagram of the simple cubic lattice50,51 is
schematically shown in Fig. 1~a!. For a fixedp, the system
shows a phase transition atK215Kc

21(p). In the high tem-
perature regime,K21.Kc

21(p), the phase is paramagneti
In the low temperature regime,K21,Kc

21(p), the phase is
ferromagnetic forpc,p<1, it is antiferromagnetic for 0
<p,12pc , and it is a spin glass phase, for 12pc,p,pc .
Because of the symmetry of the Hamiltonian~2.1!, the tran-
sition temperature satisfiesKc

21(p)5Kc
21(12p). As p in-

creases,Kc
21(p) decreases for 0<p<0.5 and increases fo

0.5<p<1. It is continuous atp5pc and p512pc ; Kc(pc

10)5Kc(pc20) and Kc(12pc10)5Kc(12pc20). The
phase boundary between the ferromagnetic and the spin
J. Chem. Phys., Vol. 108,
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phases is given byp5pc and 0<K21<Kc
21(pc). In the

same way, the phase boundary between the antiferrom
netic and the spin glass phases is given byp512pc and 0
<K21<Kc

21(12pc).
In the case of the6J Ising model for the square lattice

the spin glass phase is believed to disappear as shown in
1~b!. Thus, Kc

21(p)50 for 12pc,p,pc , and Kc
21(pc

10).Kc
21(pc20)50 and Kc

21(12pc20).Kc
21(12pc

10)50. The linep5pc with 0<K21,Kc
21(pc10) is the

boundary between the ferromagnetic phase and the para
netic phase. The linep512pc with 0<K21,Kc

21(12pc

20) is the boundary between the antiferromagnetic and
paramagnetic phases.

In the 6J Ising model, the temperature regimeKc
21(p)

,K21,Kc
21(p51) for a fixedp, wherem5ms5q50, is

called the Griffiths phase. In the Griffiths phase, the rel
ation of the averaged spin autocorrelation function
predicted52–56 to be anomalously slow. The prediction
based on the following argument: There exists an arbitra
large compact cluster of spins which can be regarded a
region equivalent to a ferromagnetic pure system. Below
critical temperature of the pure system, the spins in the c
ter relax cooperatively with a very long relaxation time. T
independent motion of such clusters dominates the long-t
behavior of the system, and gives rise to the anomalou
slow relaxation of the averaged spin autocorrelation fu
tion.

In the 6J square lattice Ising model, a unit cell su
rounded by an odd number of antiferromagnetic bonds
called a frustrated plaquette. In a frustrated plaquette no
configuration is energetically preferable for all the fo
bonds, which means that at least one bond is energetic
unsatisfied with any spin configuration. A region witho
frustrated plaquette is equivalent to a pure system and ca
regarded as a cluster in the Griffiths phase mentio
above.52–56

In the following, we employ the6J spin glass model as

FIG. 1. The phase diagram of the6J Ising model for~a! the simple cubic
lattice and~b! the square lattice. The paramagnetic, ferromagnetic, anti
romagnetic, and spin glass phases are denoted byP, F, AF, and SG,
respectively.
No. 5, 1 February 1998



1854 Tanimura, Takano, and Klafter: Line broadening of impurity molecules
FIG. 2. Bond configuration and equilibrium clusters at a low temperature (K54.0) in two-dimensional spin glass model for cases of~a! a large disorder with
a ‘‘half up’’ initial spin configuration~p50.5, pS50.5!; ~b! a small disorder with ‘‘all up’’ initial spin configuration~p50.9, ps51.0!; ~c! a small disorder
with ‘‘half up’’ initial spin configuration~p50.9,pS50.5!. A thin line represents a bond withK, whereas a thick line a bond with2K. The sites marked with
black circle means spins are in the up state. Transition frequencies of impurity moleculesv i(t) are calculated at the sites denoted by the triangles.
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a model of a disordered environment. We limit our inves
gation to the case of the square lattice, which is simpler
which approximates well the anisotropic interactions
p-terphenyl crystals.33 The ‘‘up’’ and ‘‘down’’ spin states
correspond to the two lowest quantum states associated
the reorientations of the central phenyl ring ofp-terphenyl.
We believe that, although not completely realistic, th
model suffices to capture some general properties of im
rity molecules interacting with a frustrated environment, a
gives physical insight into the mechanism of broadening

Monte Carlo simulations were carried out on a 64364
square lattice with periodic boundary conditions. We den
the bond randomness byp, the bond coupling~inverse tem-
perature! by K, and the probability of ‘‘up’’ spins at the
initial configuration byps . In our calculations we discarde
the initial 10 000 MCS for equilibration.

In the following, we report the results of simulations f
parametersp50.5 and 0.9 andK50.6 and 4.0 withps

50.5 and 1. BecauseKc
21(p51)'2.27, pc'0.89, Kc

21(p
5pc10)'0.96 andKc

21(p50.9)'1.28,51 for the square
lattice, the casep50.9 with K54.0 corresponds to the fer
romagnetic phase and the other cases correspond to the
fiths phase.

Figures 2 and 3 show spin configurations obtained a
discarding 10 000 MCS for 64364 systems withK54.0 and
K50.6, respectively. Only a part of each system (32332) is
shown. The figures also present bond configurations of
systems.

Figure 2~a! corresponds to the case of a large bond d
order (p50.5) with a random initial spin configuration (ps

50.5). As mentioned above, the system withK54.0 at p
50.5 is in the Griffiths phase. It can be seen in Fig. 2~a! that
spins in each frustration-free region take an energetic
preferable configuration, which is the ground state of
region. As explained above, these frustration-free regi
correspond to clusters in the Griffiths phase.

Figures 2~b! and 2~c! correspond to the case of sma
bond disorder (p50.9). The initial configurations for Fig
2~b! and Fig. 2~c! are ‘‘all up’’ ( ps51) and random (ps
J. Chem. Phys., Vol. 108,
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50.5), respectively. The system withK54.0 atp50.9 is in
the ferromagnetic phase. The spin configuration shown
Fig. 2~b! is a typical equilibrium spin configuration, which i
the ground state configuration with some thermal fluct
tions. In the ground state configuration, almost all spins h
the same sign. Because of the existence of antiferromagn
bonds, some spins should have the opposite sign. The s
of some spins are not determined due to the effects of
frustrated plaquettes. Such spins can fluctuate even at
low temperatures.

In Fig. 2~b!, the equilibrium state is obtained afte
10 000 MCS of the simulation. This is because the ‘‘all up
initial configuration is very close to a ground state config
ration. The spin configuration shown in Fig. 2~c! is, in con-
trast, regarded as a metastable state which appeares i
course of the ordering process, starting from the random
tial configuration. Such an ordering process occurs as a
tion of domain walls, which are boundaries between t
ordered regions, with different signs of magnetization. In

FIG. 3. Bond configuration and equilibrium clusters at a high tempera
(K50.6) in a two-dimensional spin glass model for cases of~a! a large
disorder with ‘‘half up’’ initial spin configuration~p50.5, pS50.5!; ~b! a
small disorder with ‘‘all up’’ initial spin configuration~p50.9, pS51.0!. A
thin line represents a bond withK, whereas a thick line a bond with2K as
symbols in Fig. 2.
No. 5, 1 February 1998
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1855Tanimura, Takano, and Klafter: Line broadening of impurity molecules
case of the pure system (p51), curved domain walls are
unstable and the system, which is of finite size, eventu
reaches the equilibrium state with no domain walls~or a
metastable state with straight domain walls!. In the present
case, because of the existence of small concentration o
tiferromagnetic bonds, the motion of domain walls is cons
ered to be pinned, and a spin configuration with curved
main walls can be metastable with very long lifetime.

Figure 3~a! corresponds to the case ofp50.5 andps

50.5 with K50.6. The system is in the Griffiths phase.
the same way as in Fig. 2~a!, spins in each frustration-fre
region are in an energetically preferable configuration. B
cause the temperature is higher than in Fig. 2~a!, more spins
can flip from the energetically preferable configuration th
in Fig. 2~a!.

Figure 3~b! corresponds to the case ofp50.9 andps

51.0 with K50.6. In contrast to Figs. 2~b! and 2~c!, the
system in this case is considered to be in the Griffiths ph
and spins are found to flip cooperatively as clusters.

The transition frequenciesv i(t) were calculated from
Eq. ~2.8! for the four sites marked in Figs. 2 and 3, respe
tively, and shown in Figs. 4~a!–8~a!. We also calculated the
power spectrum for each time seriesv i(t) according to

I i~V!5U1T E
0

T

dteiVtv i~ t !U2

~3.1!

and displayed the results in Figs. 4~b!–8~c! plotted in log–
log scale.

Figures 4–6 describe the low temperature case, and
respond to Figs. 2~a!, 2~b!, and 2~c!, respectively. Because o
the bond frustration, spins can flip even at this low tempe
ture. Figure 4 is for large bond randomness. The flippings
spins around an impurity molecule induce the spectral jum
in the transition frequency of the impurity. One observes,
seen in Fig. 4~a!, small random modulations in the spectr
trajectory, which originate from the flippings of spins f
from the impurity molecules, superimposed on larger mo
lations, which originate from the closer spins. However, o
a small number of spins can flip at these low temperatu
and the resulting noise shows stepwise fluctuations. Fig
4~b! shows the power spectrum of the noise. The 1/f noise
character is observed forf . f c50.03– 0.1, which indicates
that the correlation of spin fluctuations decays not as a sin
process, but through multiple processes which depend on
local spin configuration.

Figure 5 is for small bond randomness. In this ca
spins which can flip are associated with the frustra
plaquettes. Since large number of spins hardly change at
low temperature, the characteristic frequency of noise is
termined from the dynamics of uncorrelated spins. Thus,
power spectrum of the noise becomes}1/( f 21t22), where
t51, since the noise correlation, in this case, is expresse
}exp(2t/t). One should note that if the spins which can fl
are subject to a zero local field, and the time scale of
collected motion of spins is much longer thant, then the
dynamics of spins coincided with that of independent TL
J. Chem. Phys., Vol. 108,
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Figure 6 is again for small bond randomness, but,
initial spin configuration is random (ps50.5). In this case,
the system is not in equilibrium, but in a metastable st
with domain walls@Fig. 2~c!#. Each domain wall can fluctu
ate without an energy change as long as its perimeter d
not change. In other words, spin flips can occur along
domain walls. Thus, the flips should have some correlat
mediated by the domain walls. Since flips of the spins
correlated, we observe a more pronounced 1/f power rule
than the case of Fig. 5.

Figures 7 and 8 are for the higher temperature and c
respond to Figs. 3~a! and 3~b!, respectively. In the case o
Fig. 7~a!, flippings of spins with various time scales tak
place throughout the lattice. Thus, the induced spectral n
displays multiscale characteristics with an upper cuttoff d
to the nearest neighbor restriction. In this case, the ‘‘up’’ a
‘‘down’’ spins are homogeneously distributed and the cen
frequencies of noises are aboutv50. Figure 7~b! exhibits
the power spectrum of the noise. Here, again flippings
spins with various time scales take place throughout the
tice, and the 1/f noise character is observed forf . f c

50.03.
In the case of Fig. 8~a!, the flippings occur mainly

around a domain. If an impurity molecule is in a doma

FIG. 4. Transition frequencies of impurity moleculesv i(t) and their power
spectra~log–log plot! in the case of Fig. 2~a!. Each figure is placed in the
same order of the impurity molecules denoted in Fig. 2~a!.
No. 5, 1 February 1998
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1856 Tanimura, Takano, and Klafter: Line broadening of impurity molecules
then its noise fluctuates aroundv52, whereas if it is outside
a domain, then it fluctuates aroundv522. At this tempera-
ture, the shape and position of the domain changes rap
and, following the movement of domain, the central fr
quency of the spectral noise often jumped betweenv52 and
v522. The power spectra are shown in Fig. 8~b!. In each
figure, the 1/f type spectrum is again observed, however,
lower cutoff, f c , is shifted to lower frequencies than in th
previous case of Fig. 7~b!. A possible explanation of this
lower values is the formation of domains, which are resp
sible for slower dynamics observed in Fig. 8~a! as a jump of
the central frequency betweenv52 andv522.

In order to demonstrate the inhomogeneous distribu
of impurity molecules, we calculatedv i(t) the throughout
the 64364 lattice, using Eq.~2.8!, and plotted them with a
Lorentzian weight,

W~n!5(
i

g

g21@n2v i~ t !#2 . ~3.2!

This quantity corresponds to the fluorescence~or absorption!
spectrum of the impurity molecules andg corresponds to the
natural damping. Note that since we assume that the impu
molecules do not disturb the dynamics of spins, we can e

FIG. 5. Transition frequencies of impurity moleculesv i(t) and their power
spectra~log–log plot! in the case of Fig. 2~b!. We plot I ( f )51/( f 211) in
~b! as a reference. Each figure is placed in the same order of the imp
molecules denoted in Fig. 2~b!.
J. Chem. Phys., Vol. 108,
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ily calculate the inhomogeneous distribution. This distrib
tion is constructed from a crude model, which neverthel
gives physical insight into the broadening mechanism.

In Figs. 9 and 10, we present the distribution in each
the cases in Figs. 2 and 3, respectively. Here, we choosg
50.02. In Figs. 9~a! and 10~a! the frequencies are homoge
neously distributed and show a similar Gaussian-type dis
bution. The dynamical properties of each peak are, howe
quite different. In the case in Fig. 10~a!, each peak fluctuate
with large amplitudes, whereas the peaks in Fig. 9~a! stay
mostly at the same position, as can be seen from Figs.~a!
and 7~a!.

Figures 9~b! and 10~b! correspond to the case of sma
bond disorder (p50.9) with the initial configuration are ‘‘all
up’’ ( ps51). For the lower temperature, Fig. 9~b!, the spin
system, apart for some thermal fluctuations, is in the gro
state configuration where almost all spins have the sa
sign. Thus, we observe the main peak aboutn53.8. For the
higher temperature, Fig. 10~b!, the spins with the same sig
form a domain and the distribution of the frequencies
spread. It is clear from Fig. 8~a!, that each peak fluctuate
more in the higher temperature case, and is more stable in
lower temperature. Figure 9~c! corresponds to the case o
small bond disorder (p50.9) with a random initial configu-

ity

FIG. 6. Transition frequencies of impurity moleculesv i(t) and their power
spectra~log–log plot! in the case of Fig. 2~c!. Each figure is placed in the
same order of the impurity molecules denoted in Fig. 2~c!.
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1857Tanimura, Takano, and Klafter: Line broadening of impurity molecules
ration (ps50.5). As observed in Fig. 2~c!, the spins form
two types of domains, which are ordered regions with diff
ent signs of magnetization. Corresponding to such dom
structures the frequencies are widely distributed and show
almost flat distribution. This configuration is considered
be metastable, with a very long lifetime, and is characteri
as being almost static.

IV. CONCLUSIONS

We have investigated the effects of environment dyna
ics on the transition energies of impurity molecules. The
vironment is modeled by an Ising spin glass. We have c
ried out Monte Carlo simulation of two-dimensional6J spin
glass environments for various Ising parameters, and ca
lated the transition frequencies of an impurity molecule
order to account for spectral random walk in systems suc
dilute pentacene inp-terphenyl crystal, in which fluctuation
of the transition energy arise from the flipping of the phen
rings. The results demonstrate the large number of poss
behaviors and the complexity of local impurity enviro
ments. We find that, in many cases, the power spectra
frequency fluctuations show a 1/f power law regardless o
local configuration of spins.

FIG. 7. Transition frequencies of impurity moleculesv i(t) and their power
spectra~log–log plot! in the case of Fig. 3~a!. Each figure is placed in the
same order of the impurity molecules denoted in Fig. 3~a!.
J. Chem. Phys., Vol. 108,
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The present model can be applied to study a wide ra
of related problems. For example, following spin glass mo
els of water,38–43 one can study the dynamics of targetin
molecules in water solution.

In this work, we simply study the static distribution o
inhomogeneous broadening as shown in Figs. 9 and 10.
experiments on single molecule lines show that the homo
neous width measured by hole-burning or photon-echo
periments is by itself an average of a broad distribution

FIG. 8. Transition frequencies of impurity moleculesv i(t) and their power
spectra~log–log plot! in the case of Fig. 3~b!. Each figure is placed in the
same order of the impurity molecules denoted in Fig. 3~b!.

FIG. 9. Spectral distribution ofv i(t) for Figs. 2~a!–2~c!. We calculatev i(t)
for the sites shown in Figs. 2~a!–2~c! ~in each case 1024 sites! and then
obtain the distribution from Eq.~3.2!.
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1858 Tanimura, Takano, and Klafter: Line broadening of impurity molecules
widths. The model calculations that we have presented s
gest that it should be possible to calculate nonlinear opt
spectra in photon-echo or hole-burning experiments wh
may corresponds to in general, non-Gaussian, situation
addition, it allows us to explore the possibility to obtain i
formation on local environments, such as size or structur
domains, as observed in Fig. 2~c!, by using some nonlinea
optical measurements such as the fifth-order spect
copy.57–59
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