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Half century has past since the pioneering works of Anderson and Kubo on the stochastic theory of
spectral line shape were published in J. Phys. Soc. Jpn. 9 (1954) 316 and 935, respectively. In this review,
we give an overview and extension of the stochastic Liouville equation focusing on its theoretical
background and applications to help further the development of their works. With the aid of path integral
formalism, we derive the stochastic Liouville equation for density matrices of a system. We then cast the
equation into the hierarchy of equations which can be solved analytically or computationally in a
nonperturbative manner including the effect of a colored noise. We elucidate the applications of the
stochastic theory from the unified theoretical basis to analyze the dynamics of a system as probed by
experiments. We illustrate this as a review of several experimental examples including NMR, dielectric
relaxation, Mdssbauer spectroscopy, neutron scattering, and linear and nonlinear laser spectroscopies.
Following the summary of the advantage and limitation of the stochastic theory, we then derive a
quantum Fokker—Planck equation and a quantum master equation from a system—bath Hamiltonian with
a suitable spectral distribution producing a nearly Markovian random perturbation. By introducing
auxiliary parameters that play a role as stochastic variables in an expression for reduced density matrix,
we obtain the stochastic Liouville equation including temperature correction terms. The auxiliary
parameters may also be interpreted as a random noise that allows us to derive a quantum Langevin
equation for non-Markovian noise at any temperature. The results afford a basis for clarifying the
relationship between the stochastic and dynamical approaches. Analytical as well as numerical

calculations are given as examples and discussed.
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1. Introduction

Since Anderson" and Kubo? presented a random fre-
quency modulation model for nuclear magnetic resonance
(NMR), the stochastic theory has been proven to be a
versatile tool for studying diverse topics in physics and
chemistry. The well-known stochastic model describes
perturbation in the Zeeman energy of a spin by a local
random field that originates from dipolar interactions of
many other spins in the environment. Such perturbation that
causes random modulation can be regarded as a stochastic
process. This model leads us to employ an effective
Hamiltonian FI(t) for the spin as a function of stochastic
variables 2(f) which represents the states of the environment
(the bath), H(t) = Hy + H;(Q(t)), where H, is the unper-
turbed Hamiltonian and H;(Q(?)) is the stochastic perturba-
tion. Thus, the density matrix elements of a spin system
become a function of the spin state and stochastic variable.
The time evolution of the spin state follows the quantum
Liouville equation, whereas the stochastic variables follow a
certain law of stochastic time evolution. We call this type of
approach a stochastic approach in contrast to a dynamical
approach, in which one explicitly assumes a dynamical
model for the bath and reduces the bath degrees of freedom
using some perturbative calculations® or path integrals.?
The stochastic approach has been used repeatedly to treat
dynamical systems under the influence of their environ-
ment.>~!? The model employed in the stochastic approach is
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a phenomenological one. The underlying stochastic process
is merely a model appropriate for the problem rather than
something to be derived from all-atom-in-one type micro-
scopic considerations. This is regarded as an advantage since
it can simplify the understanding of the problem and can
cover a wide range of problems in physics and chemistry
from a unified point of view.

The most important and sufficiently realistic stochastic
process is a Gaussian one which is further assumed to be
Markovian. The Gaussian nature arises if interactions
between the system of interest (the main system) and
environment (the bath) have a cumulative effect of a large
number of weak interactions, and the regular central limit
theorem comes into play. If the characteristic time of the
main system is much longer than that of the bath, one can
regard that the bath interaction is a Markovian process. The
Markovian process is characterized by an exponential decay
noise. When the correlation time is very short such that the
noise is regarded as white, we may have a motionally
narrowed limit, where perturbative calculations work well
yielding a Lorentzian line shape of the NMR spectrum. On
the other hand, if the noise varies very slowly, the line shape
becomes Gaussian.>™®

To deal with the stochastic Gaussian—-Markovian process,
there are three possible approaches. (i) First approach
utilizes the cumulant expansion technique to calculate a
physical observable such as a magnetic response function
which is essentially a multi-time correlation function of
a magnetic dipole operator.” If H(r) = Hy + H; (1)) is
expressed simply as ﬁ(t) = h[w0+Q(Z)]SA’Z, where wq is
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the resonant frequency of the system and §Z is the spin
operator, the time evolution operator is expressed in terms
of the noise correlation function as exp[—iwoﬁzt —
fdt(Q(r)Q(O))SZ]. Then, by assuming the form of the noise
correlation such as (Q(7)2(0)) o §(r) (Gaussian-white
noise) or  exp[—yt] (Gaussian—-Markovian noise), we can
express the response function analytically. Although this
approach is handy, its applicability is limited, since H4 and
H; (1)) are usually not commutable and the response
function cannot be written down analytically. (ii) The second
approach handles the noise explicitly.!® We introduce a
stochastic modulation by employing a sequence of random
numbers in time, Q(r) = {Q2}, 2, Q23,...}, which satisfy a
stochastic relation. Then, we integrate the quantum Liouville
equation for this perturbation numerically to have a
stochastic character on the system dynamics. At a glance,
this approach looks similar to the classical (or semi-
classical) Langevin approach as used in the simulations of
Brownian particles.!¥ In the Langevin approach, the
equation contains a friction term in addition to a random
modulation term, and the friction term is related to the
random modulation term through the fluctuation—dissipation
theorem. The present equation of motion, however, does not
involve a friction term. As a result, the trajectory of the state
for the given sample of €2(7) is not stable for the quantum
Liouville equation except for some simple cases. Thus the
applicability of this approach is very limited. (iii) The third
approach is based on the stochastic Liouville equation.®®
Here, instead of following the noise sequence, we deal
with the distribution function P(€2;7), which is the proba-
bility of finding the environment in the state Q2 at time ¢.
In this approach, the time evolution of the system state
follows a quantum Liouville equation, whereas P(S2;?)
follows a Markov equation. The applicability of this
approach is more extensive than those of the previous two
approaches, since the stochastic Liouville equation formal-
ism is based on a kinetic equation which is valid for any
forms of H,. The calculations can be performed both
analytically and computationally in a nonperturbative man-
ner including the effect of a colored noise, which is not easy
for dynamical system—bath Hamiltonian approaches without
approximations.

From the above-mentioned three approaches, the stochas-
tic theory has widened the scope of such diverse topics as
NMR, ESR, muon spin rotation («SR), Mossbauer spec-
troscopy, dielectric relaxation, and linear and nonlinear
spectroscopies®'? as we will briefly review in §4. In this
paper, we concentrate on the stochastic Liouville equation
approach, since the results obtained using the other two
approaches can always be derived by this approach, which
allows one to describe the stochastic theory from a unified
point of view.

Although there is overwhelming success in the treatment
of dissipative phenomena, one drawback of the stochastic
approach is that it ignores the reaction of the main system to
the bath. The effect of the bath is considered merely as an
external force disregarding its dynamic degrees of freedom
that is equivalent to assuming an infinite temperature for the
bath. This makes no harm in the case of NMR, but gives a
serious limitation for a system represented by a coordinate,
such as a harmonic or double well potential system, since

one cannot define the equilibrium distribution at the infinite
temperature.

To clarify the above-mentioned problem and to remedy
the drawback, Tanimura and Kubo have explored the
relation between the stochastic model and the dynamic
model.'>'” They have used an ensemble of harmonic
oscillators as the dynamical bath system, which leads to a
Gaussian modulation of the main system, and have em-
ployed the Feynman—Vernon formalism to reduce the
density matrix for the main system. By assuming an
appropriate spectrum for the frequencies of the bath
oscillators, they were able to secure the Markovian character
by high-temperature approximation yielding a set of equa-
tions of motion for the reduced density matrix. The set of
equations has a similar hierarchy form to the stochastic
Liouville equation. The result involves two terms represent-
ing the effect of the bath. One term corresponds to the
stochastic interaction with a Gaussian noise and the other
term corresponds to the friction term missing in the
stochastic model. These two terms relate through the
fluctuation—dissipation theorem and assure the equilibrium
state at finite temperatures for time t — oo. This formalism
can be applied to a system represented by a coordinate
yielding a generalized quantum Fokker-Planck equa-
tion;'819) the equations of motion can cover the whole range
of its correlation time and system—bath coupling strength.

These equations of motion are derived from a dynamic
model and are fit for computational calculations; however,
they do not have a random modulation (or a Langevin force)
explicitly, since the bath degrees of freedom were com-
pletely reduced. To see the relation between the above-
mentioned equations and stochastic equations, we introduce
an auxiliary parameter that serves as a stochastic variable
into the expression of a reduced density matrix derived from
the dynamic model. We then obtain a stochastic Liouville-
like equation, including temperature correction terms, using
the framework of the dynamical theory. The auxiliary
parameters may also be interpreted as a random noise that
allows us to derive a quantum Langevin equation for a non-
Markovian noise at any temperature. In this paper, we
explain various extensions of the equations of motion.

In §2, we provide the unified and common theoretical
basis of the present paper by demonstrating a derivation of a
stochastic Liouville equation by means of path integrals.
Then in §3, we present the necessary theoretical background
for calculating experimental observables with the aid of
nonequilibrium statistical mechanics. In §4, we elucidate the
application of a stochastic approach to the analysis of the
time evolution of a system. We shall illustrate this for
several physical examples such as NMR, dielectric relaxa-
tion, Mossbauer spectroscopy, neutron scattering, nonadia-
batic transition, and linear and nonlinear laser spectros-
copies. In §5, we introduce the path-integral formalism to
derive the quantum Fokker—Planck equation and the master
equation from a system-bath Hamiltonian with a proper
spectral distribution producing a nearly Markovian random
perturbation. These equations are expressed as a set of
simultaneous differential equations that have a similar form
to the stochastic Liouville equation. Analytical and numer-
ical methods are discussed to solve the equations for systems
described in a discrete energy space and coordinate space as
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subjects of nonlinear spectroscopy and chemical reactions.
In §6, we introduce an auxiliary parameter that serves as
stochastic variable in the path integral expression of a
reduced density matrix. Then, we derive the stochastic
Liouville equation including a temperature correction term.
The auxiliary parameters can also be interpreted as a random
noise and allows us to reduce a quantum Langevin equation
for a non-Markovian noise at any temperature. We show
how this result can be used to perform a Monte Carlo
simulation. In §7, we derive the stochastic Liouville
equation with a temperature correction from the Hamiltonian
system. Section 8 is devoted to conclusions.

<A(Q(tf))>5/ de/ d$2; A(Qp)P(Q 3 171825 1) Po (825 17).

Similarly, a two-body correlation function is expressed as

<A(Q(Tf))B(Q(ti))>E/ de/ d2; A(Qp)P(Q2 75 1718255 1;)B(2;)Po (25 1)).

2. Stochastic Theory

2.1 Probability distribution function and Markov equation

In this section, we derive the stochastic Liouville
equation by a path integral method. Consider a time-
dependent real function €2(f) whose stochastic property is
specified as a Markovian process. Instead of explicitly
following a time sequence of €2(¢), the stochastic Liouville
equation approach utilizes a joint probability distribution
function P(S2y;17]€2;;1;) which describes the probability of
Q appearing at time ¢, for the initial ; at time #;.' The
expectation value of the function A(£2) at time ¢, for the
initial distribution Py(£2;;¢;) is then defined by

Q2.1

2.2)

Here, the initial distribution function Py(£2;; ;) is often chosen to be an equilibrium one. We now consider the path integral
representation of P(Qy;1/|€2; 1) denoted by P[2(7)] as a functional of Q(r),*?

P@ityiin = [

St )=y

D[Q(0)1P[2(D)]. (2.3)

Q)=

For later convenience, we introduce the characteristic functional that is the Fourier transform of the probability density

P[Q(7)],

Glé(n] = <CXP[1V

/Zf dr S(I)Q(t)]>. 2.4)

ti

The characteristic functional can be regarded as a generating functional of P[€2(7)], which is conveniently used in calculating
the various physical variables such as a two-body correlation function by y?(Q(f)Q(t")) = —8>G[&(1)] /86 )SE") | e(ry=0>
where & represents the functional derivative. We expand G[£(7)] in terms of &(7) as

n

o0 . n 1f 1 1
oleon =1+ Y - [Lan [Can - [ dngense - s - awm).
n=1 * t; t; i

If Q(7) is Gaussian, the correlation function (2(7;)2(t) - - -
Q(ty,)) for n = 2N + 1 is zero and that for n = 2N can be
subdivided into N uncorrelated pairs as

(Qr)QA) -+ Q1))
= > (Q@)Aw)) - (T, )ATw,))-

(ki ks kn }
20.21)

(2.6)

Thus, we have

)/2 tf tf / / /
GlE(D] = eXp[—zf dff d7' (D)(QMQUD))E(x )}-

2.7)

By calculating the inverse Fourier transformation of G[£(7)],
we have the probability distribution function as

P[Q(7)]
—1 Vz i i -1
=C exp|:—2 / dr / d7'Q(D)(Q(DQAT)) Q(r/):|,

(2.8)

where, for the correlation function (2(7)Q(t')), the inverse
function is defined by

2.5)

1f 1
y / dHQDQO) Qo)) = =) 29

and C is the normalization constant that has to be set later.
We consider a process defined by the correlation function

(o)) =e L. (2.10)

Since the above equation satisfies

7 2N QUD)QUD)) = =28 4 2.11
PR Q@) =-2¢v8(r—7), (.11

by multiplying (Q(t)Q2(r”))~! to both sides and by inte-
grating it over 7/, we have the inverse function in the form
2

Qe e - (2
(@) ——2)/3<

Fr2
The substitution of the above equation using integration by
parts leads to the distribution function in the form,

2)6(1: -7, (2.12)

1

P[Q(D)] = c! exp|:— % /f dr(Q(r) + yQ(r))2:|. (2.13)

Note that the boundary condition of the functional integral
[Q(D)Q(T) + yQ(r)Q(t)]liZ; has been set to zero. The joint
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probability distribution P(S2y;1,|€2;;1;) is then expressed as
eq. (2.3).

We now derive the time differential equation for
P(22;t|R2;;1;). Consider P(2;1+ ¢|Q2;;1;). If we set Q(r +
£) = Q, Q) = Qy, and Q1) = (Q — Q) /e, then we have

L[ ve (y :
P(Q;f+8|9i;t,‘)=—/ dyexp| —— | —+Q—y

CJ 4 \ye

X P(Q2 — y; 1|82 1), (2.14)

where y = Q — Q. Since ¢ is very small, the integration of
exp[—y?/4ye] on y can contribute to the very small region
of y. Therefore, we expand the above equation as

o0

P41+ | 1) 1/ d Y
T el l) = — EXp| —~—
C _Ooy P 4ye

- PVeL (el
X[1——|ey—= — —
4\ 7)) T2 e T e
x P(82; 1|82 1;), (2.15)
where we drop the terms proportional to y, since they will

vanish after the Gaussian integrations. Then, by performing
the integrals over y, we have

P(Q; 1+ ]| 1) — P(25 1|25 1)

92 d
= 8)/<892 + Q— 50 + 1)P(Q;t|§2i;ti), (2.16)

where we set C =2./yewr to have P(Q;t+ ¢|Qt) =
P(2;12;; ;) at € = 0. If we take the limit € — 0, the above
equation reduces to

a A
EP(Q;IIQI';G) = PaP(2; 1125 1), (2.17)

fo=y o (a+
2=75q )

The above result is known as the Markov equation for
Gaussian distribution, which is usually derived from the
Chapman—Kolmogorov equation.

where

(2.18)

2.2 Eigenstate representation of Markov operator
Consider the probability distribution function for the
initial condition Py(£2;; ;) defined by

P(Q;I)E/ dS2; P(S2;¢2;5t)Po(25 1) (2.19)

—00
Since P(€2;¢) follows the same Markov equation as
eq. (2.17), this can be solved formally as

P(Q; 1) = exp[ Dt — 1) [Po(2 1). (2.20)

The equilibrium distribution Peq(2) = P(2;¢ — 00) is

given by

1
Peq(£2) = «/T_nefm/z’

(2.21)
which satisfies the condition f‘QPeq(Q) =0.

We now introduce the stochastic operator €2 and its
eigenvectors Q|Q) = Q|2) and (|Q = (|2.Y Similarly
to the bracket representation introduced by Dirac, these
vectors satisfy the orthogonal relation (2'|Q2) = §(Q' — Q)

and the completeness relation f dQ2|Q2)(2] = 1. To describe
the initial equilibrium distribution, we introduce |i) defined
by Peq(£2) = (R2[i). If we introduce (f]€2) = 1 to represent
the final trace operation, the equilibrium expectation value
is expressed as

(AQ) = / O:o AQAQ)P(Q) = (FIAR)I).  (2.22)
The two-body correlation function is also written as
(A@BE()
- / N 4@ A [ [B@)P(@)]
=G§@kmﬂmmm, (2.23)

where we assume ¢ > ¢’ and [ is the operator whose matrix
elements are defined by

(Q119Q) = 8 — Qlg. (2.24)

Here, f‘g is given by eq. (2.18). We consider the trans-
formation O = e%/40e=%"/* for any operator O. This
leads to

B /Afe /4 ybTh™,

> ["=- (2.25)

where

(Q6F19) = 8(Q — Q)(Q aiz) (2.26)

so that Q@ = b~ + b*. The eigenstates of h*h~ are denoted
by |n). If we define

T ler)e

where H,(2/+/2) is the Hermite polynomial functions, we
have the relations

bt|n) =

(Qn) = 2.27)

m+Din+1), b n)=n—1), (2.28)

and 5+E_|n):n|n). The conjugate vector (n| can be
defined accordingly, and we have (n|Q2) = (Q2|n), (i) =
Qm) "4 2/4(Q|0), and (fIR) = 2m) /e /4(0|2). The
completeness relation is now glven by X|n)(n| = 1. By
performing the transformation O — O’, we have the equi-
llbnum expectation value in the form (AQ)) = (0|A(b +
b™)|0). The two-body correlation function eq. (2.23) is
expressed as

(AQ)BQ())) = (01AB™ + by exp[—ybTh (1 — 1))
x B(b~ +b)|0). (2.29)
This leads to (Q(#)Q2(¢)) = exp[—y(t — 1)].

Using |n), we can express any probability distribution
function P(2;1) = Y, P.(t)(2|n) as

P(t) =) P,()In), (2.30)

where P,(t) = fin(n| exp[f(t — t)]I1RDP(2;; 1)),
If we employ only two eigenstates and construct the new
states P, = (Pyp+ P1)/2 and P_ = (Py — P;)/2, then the

Markov equation is written as
E[PW)} :Z[_l ! ][PW)}. 2.31)
at | P_(?) 201 —14LP-(»
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This equation describes a stochastic two-state jump
Markovian process.® In this case, the equilibrium distribu-
tion is given by P, =P_ =1/2. An extension to a
multistate jump process is straightforward. Note that since
we neglect the higher-order hierarchy, multistate jump
processes are Markovian but no longer Gaussian.

2.3 Stochastic Liouville equation
Let us consider a system A coupled to a function (7).

H(a%,a™; Q1) = Ha@",a7) + V@h,aHuo. (232

Here, Hq(4",a7) is the Hamiltonian of A and V(at,47) is a
coupling operator for A described by a set of creation and
annihilation operators, 4™ and 4~, respectively. For a many-
particle system, 4t and 4~ can be regarded as a set of
operators, {&}“, &j‘}. The time evolution of the system for the
function (t) is determined by the quantal Liouville
equation for the Hamiltonian eq. (2.32). We denote the
density matrix of A for Q(7) by p(€2;¢). If the function
Q(7) is a Gaussian—-Markovian process characterized by
the probability distribution functional P[€2(7)] given by
eq. (2.13), the total density matrix at time 7 is expressed in
the path integral form as

p(@', ¢ Q1) = / D[ (1)¢(7)] / Dl¢" (¢ (1)]

Q)=
/ de; / DIQA(D)]
Q(1)=%;
x exp{£ S[e", d; ;1] }pg«/)i, )
x exp{— %ST[¢”",¢’; Q;t]}P[Q(r)]Peq(Qi), (2.33)

where ¢ and its conjugate ¢’ are the eigenvalue of the
operators 4~ and a* for the eigenvector |¢), respectively.
They are complex variables for Bosons and Grassman
variables for Fermions.?) The functional integrals and
actions are defined by

; P Mo -
/ Dig'(Dg(o)] = lim e [T - / / dy dgr (2.34)
k=1

in which ¢9 = ¢; and ¢y, = ¢, and N is the normalization
constant of the integrals. Then the functional integral runs
from ¢(t;) = ¢; to ¢(r) = ¢. The action is defined by

Sl¢", qm-t]
- 1511002 [lrzdﬂ e H(¢z,¢k_1;szk)}

= / dr[ing"(Dd(r) — H(¢'(0), $(1); QD)) ], (2.35)

where H(qu,qb; Q) is the coherent state representation of
H@at,a ;Q) and € = (t — t;,)/M. The action for the right-
hand-side wave function is the conjugate of the left one and
is denoted by ST, ¢/;Q:1]. To achieve eq. (2.33), we
assumed the initial state of the total system in factorized
form as

P(2 1) = Pa(t)Peq(2)),

where Pq(£2;) is the equilibrium distribution function
for Q; = Q(t;) and pa(t;) is the initial density matrix of

(2.36)

A; it is represented in the coherent state as [?A(t,-) =

N2 [ Ao den [1 de;" ddlg0 o] 8D (@] with £ @], ¢) =
LAy pa(t:)|#)). Note that the extension to the
correlated initial condition will be discussed in §5.4 in the
context of the quantum Fokker—Planck equation and master
equation.

The time derivative of p(¢', ¢'; ;1) consists of the time
derivative of the left- and right-hand side wave functions
as expressed by the actions, and the time derivative of
the stochastic distribution function P($2;¢|€2;;¢) that is
defined by egs. (2.3) and (2.13). Since the density matrix
is expressed as p(Q1) =N"2[[de"dp [[d¢'" d¢'|¢)
(@', ¢'; Q:1)(¢'], the equation of motion for H(K2; 1) is then
given by

9 o(S2 1) = iHX o(S2; 1) i V*Qp(2; 1)
atp =T A JUCTH 7 P32
+ Fap(Q; 1), (2.37)
where
A p=Ap— pA, (2.38)

and I'g is defined by eq. (2.18). This is Kubo’s stochastic
Liouville equation.”® The density matrix for system A is
expressed as p(t) = [ dS2 p($2;1).

2.4 Continued fractional expression of stochastic Liouville
equation
In the operator representation eq. (2.28), the stochastic
Liouville equation eq. (2.37) is written as

5 P
ip(t) = —<hH§ +ybTh )p(t) _ Ly~ b* p(r)

- % VB (), (2.39)
in which p(¢) is defined by
(2.40)

P = b0y =Y puD)ln).

For each of the operator |n), the equation of motion is
expressed in hierarchy form as®

0
= po(f) =—=

5 Pot) — = prl(t) (2.41)
= pl(t) = ( )in(t) - % V> pa(t)
- % Po(t), (2.42)
and
0 (i A s
Epn(t) = _<£ N nV):On(t) - % Pnt1(0)
in . .
=20 pua o), (2.43)

Consider the Laplace transform of each operator element,

o0
pols] = / drexpl—s(t — 1B, (). (2.44)
ti

Then the Laplace transformation of eqs. (2.41)—(2.43) is
expressed as
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pls] = (sI+ L)~ o(ty), (2.45)

where I is the unit matrix, p(f) and p[s] are column vectors with the elements p,(¢) and p,[s], respectively, and (sI 4 L) is the
matrix with operator elements expressed as

s—l—%ﬁAx %VX 0 0 0 0
i i i
SV sty -V 0 0 0
2, P
0 SV syl SV 0 0o -
(sI+L)= , L Q46
0 0 i - - o
n

0 0 0 ZV% s4ny+ B %VX

To evaluate the inverse of eq. (2.46), we shall divide the matrix into two square matrices A and D and the rectangular
matrices B and C. The (1, 1) element (the domain of A) of the inverse matrix is expressed as'

—1

1

[AlB] L 2
1 A-—B-C

D

where the fractional expression means the inverse operator or matrix. By successive applications of the above equation to
eq. (2.46), we have

pols] = Gols1o (), (2.48)
where we assumed that p,(¢;) = 0 for n > 0 as the initial condition and
A 1
Gols] = - 7 1 . (2.49)
ix . N
_HX _VX VX
SRR i 1 2 .
42y + LA 4 VX
\) + ]/ + h A h2 -
This method deYeloped fpr the Gaussmn—Markowan. process :0(101) [s] 0 0 0 p(lol)(ti)
allows us to write the line shape of the spectrum in terms © . ©
of a continued fraction expression.™® The method covers Poolsl | _ | O s 0 0 Poo (1)
the whole range of noise correlation times for any system— p(l%) [s] 0 0  Gyls] 0 p(l%)(ti) ’
bath. coupling, where perturbative approaches are not pg)l) [s] 0 0 0 G_[s] ,0801) (1)
applicable.
To show how the above-mentioned method works, let us (2.52)
consider a two-level system defined by |1) and |0). The where
Hamiltonian of the system is given by 1
| Gals] = 2
Hy = 5 heod, (2.50) s +iwy + . A
. ‘ ) ) s+ y xiwy +
where cp for i =x,y,z are Pauli matnce.s. The random s+ 2y +iwo + .
modulation of the energy levels are taken into account by
setting the stochastic interaction as (2.53)
| If the correlation of noise y is large compared with the
V = —hAG.. (2.51) amplitude of fluctuation A, i.e., y > A, wy for a fixed y' =
2 A?/y (motional narrowing limit), G+[s] becomes
We expand the density operator as p,(f) = ij ,oj.',?(t)| Jjk)), 1
where |jk)) = |j)(k|. Then the hyper-operators I-AIAX and V* Gils]= ——. (2.54)
s tiwg + ¥/

for each p,(f) can be expressed in 4 x 4 matrices for the
column vector expression p(].?(t). Since all matrices are now  In the slow modulation limit with the condition y <

diagonal, eq. (2.48) is calculated as |s £ iwg|, we have!
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V2 |:(s:|:ia)0)2i| <s:|:ia)o
P erfc

Gils] = ——
+[s] A X TA2 NI

where we have used the Laplace—Jacobi formula. If we
further assume |s &+ iwg| K \/ZA, the error integral gives
/7/2 and eq. (2.55) takes the Gaussian form

[ (s £ iwp)?
Gi [S] = m eXp [T} .

The above results will be used in §4 to evaluate the Fourier
spectrum of density matrix elements.

), (2.55)

(2.56)

2.5 Terminator of hierarchy equations

The hierarchy of equations of motion introduced above
continues to infinity, which is not easy to solve numerically.
If the system—bath coupling A is small, the contribution of
the higher members of hierarchy elements becomes smaller
than that of the lower members, i.e., 0,(t) > AP, 1(2)/y;
thus, we can safely neglect the deeper hierarchy. This is not
the case, however, if the system-bath interaction is strong.
Fortunately, there is a simple relation between the higher
members of hierarchy elements. Using this relation, we can
terminate the hierarchy and obtain a set of simultaneous
differential equations without loosing accuracy, which is
convenient for numerical studies.!® To determine the
relation, we consider the Nth hierarchy that satisfies the
condition (N + 1)y > w4, where w, is a characteristic
frequency of the system,

5 i A i
gpN(f)= - %HA + Ny ,ON(t)—£V Pn+1()
(2.57)

N o)
7 PN—-11).

For k> N+ 1, we can formally solve the equation of
motion as

NP i _
Or(t) = h/fjdrexp[( hHA ky)(t r)i| (2.58)

X V[ D1 (1) + k1 (0],
in which we assumed p(t;) = 0. Since ky is sufficiently
large compared with wy, the elements in the above equation
can be approximated as pPp41(7) & Ory1(f) and pr_1(7) &
Ok—1(f). Integrating over time, we have
i

khy

The hierarchy member for k > N + 1 is then evaluated as

Pn+1(1)

o 1A
pr(t) ~ V* P () — vaﬁkfl(t)- (2.59)

= 1 VX on ().
hy + Vx Vx

~ N+1 -
N+ Day+V \%4

(N 4 2hy + .
(2.60)
Since the continued fractional part becomes constant for

larger (N 4 1)y? > A2, where A is the amplitude of the
fluctuation, we have

i
Pn1(t) = — — V> pn(0). (2.61)
hy

Inserting the above equation into eq. (2.57), we have the
terminator for eqs. (2.41)—(2.43) in the form
95 () = iﬁx—i—N on (1) ! VXV by (1)
Py PN) = A Y | ON h2y PN
iN

- ?VX/A)N—I(I) (2.62)

Since we can always choose N to satisfy (N + 1)y > wjy, the
hierarchy of equations of motion egs. (2.41)—(2.43) can be
safely truncated by eq. (2.62). Then, by numerically inte-
grating this set of simultaneous differential equations, we
can study the dynamics of a system under stochastic
fluctuation. The application of this method will be discussed
in §4.1.

For y > w4 with a fixed value of A?/y, we canset N = 0
leading to

0 i | A
— po(t) = —— H; po(t) — —V>*V*po(r), (2.63
o Po(t) 7 Ha Po(t) iy po(1),  (2.63)
which is the quantum master equation.

For a two-level system with diagonal modulation,

egs. (2.50) and (2.51), we have

9, LN Ve 4 4
% po(t) = — 3 wo[6, po(D] — 7 [6:.[62 po(D]],  (2.64)
where ¥ = A?/y. The above equation describes phase
relaxation (TzT relaxation in the Bloch equation) in NMR or
laser spectroscopy.

2.6 Two-state jump model

Thus far, we have considered the Gaussian process whose
equilibrium distribution is expressed by a Gaussian distri-
bution. The stochastic Liouville equation approach, how-
ever, may also be applied to non-Gaussian processes. The
simplest example is the stochastic two-state jump model,
whose stochastic state consists only of |+) and |—). The
equation of motion is given by®

g[ﬁm)]__i_ﬁj 0 [m(n}
alpwl  nl o A p-(0)

(2.65)

i
h
LY L1 Mm(t)]
211 -1 o—()
where p, and p_ are the density matrices for the states [+)
and |—), respectively. The above set of equations of motion
can easily be solved analytically. This model has been
applied to the study of the line shape of second-order optical
processes and single molecular detections, as will be
discussed in §4.

Note the apparent similarity of this equation to eqgs. (2.41)
and (2.62) for N =1 with p, = (po+ p1)/2 and p_ =
(Po — P1)/2. They are, however, generically distinct in that
eq. (2.65) is an exact equation for the given stochastic
processes, whereas the equations reduced from eqs. (2.41)
and (2.62) are approximate description for which the higher-
order correction terms are neglected via the terminator.
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3. Physical Observables and Correlation Functions

We can study the dynamics of a system by measuring the
change in physical quantity, such as a molecular dipole, after
exciting the system in an equilibrium state by external forces
such as laser pulses. In this section, we introduce the
correlation functions of physical variables and argue how
these functions are related to the experimentally observed
quantities.

3.1 Response function approach

In quantum mechanics, any physical observable is ex-
pressed as an expectation value of a physical operator. We
define an observable for the physical operator A at time ¢ by

A = trf{Ap(}, 3.1

where p(t) is the density operator expressed as

) = exp[—i/ I?A(r)dri|[)eq exp |:l/ HA(t)dti|,
<~ h 0 —> h 0
(3.2)

for the Hamiltonian FIA(I). Here, the arrows indicate the
time-ordered exponentials. We assumed that the system is in
the equilibrium state at time r = 0 expressed by a time-
independent Hamiltonian H, as

= e’ﬁﬁo/ tr{e’m0 },

where B = 1/kgT is the inverse temperature. Note that if
I-Zl(r) is identical to Hy, we have p(r) = p%, since p% and
e’/ commute with each other; therefore, eq. (3.1) gives
the equilibrium expectation value. We are interested in the
response of a physical observable under external forces. The
Hamiltonian with an external force is given by

Hi(v) = Hy — fi(DB,

(3.3)

(3.4)

where fi(7) = 0 for 7 < 0. If we expand the density matrix
element by fi(7)B;, then the expectation value is expressed
as

A = )+ /0 defiO[AO B+ (5)

where X(t) = elhi/hXe~iHoi/h i5 the Heisenberg operator with
the unperturbed Hamiltonian A, for any operator X and (- - -)
represent the equilibrium ensemble average defined by

(Y) = tr{ Y5} (3.6)

for any operator Y. From eq. (3.5), the deviation of
expectation value from that in the equilibrium state, A(¢) =

A

A(t) — (A), is written up to the lowest order in fi(¢) as

AV = / dn fi(t — RV, 3.7
0

where
RO = %([A(;l),él]) 3.8)

is the response function that describes the response of the
system for the function f (). Suppose that the external force
consists of a train of nth excitation pulses denoted by

N

Hy(r)=Ho— ) _fu(DB,. (3.9)
n=1

The pulse with n =1 operates first, then the pulses with

n=2,3,... operate successively. We focus on the observ-

ables defined by the first-order expansion term of each

excitation. For N =2 and 3, the expectation values are,

respectively, expressed as

A1) = / dr, / Tt hlt— it — 1)
0 0

x RP(tr, 1), (3.10)
and
B t 1—13 1—173
AP (1) = / drs / dr / dry f3(t — 13)
0 0 0
x fot — ) filt — t123)RV (13, 0, 11),  (3.11)

where tpo =t + h, 13 =t +t3,and t1p3 =t + 1, + 13 and
the second- and third-order response functions are given
by

1 N N N
RP(1,17) = — ?([[A(nz),Bz(rl)],BID (3.12)

and
RO(t3,10,1) = — % ([[[At123), B3(t12)]. Ba(11)]. B1 ),

(3.13)

respectively. In conventional measurements, the response
eq. (3.8) is a function of a single-time variable. In the nth
excitation measurement, the signal is measured as a function
of n-time variables. Since one can plot a profile of the signal
as the n-dimension of the contour map, the measurements
related to the multibody correlation functions of observables
may be called multi-dimensional measurements. Once the
equation of motion is presented, the calculations of the
multibody correlation functions are straightforward.?>

3.2 Linear and nonlinear response theories
If we set fi(¢) = coswt in eq. (3.7), then

AV() = ¥ (w)cos ot + x"(w) sin wt, (3.14)

in which

o¢]
x(w) = / dty e RV (1) (3.15)
0
is the complex admittance and x(w) = x'(w) —ix"(w). In
eq. (3.15), we assumed that RWO()) decays to zero as
t — oo. The real and imaginary parts of x(w) satisfies the
Kramers—Kronig relation.
By using Kubo’s identity?®
i s . (B I R .
E[e*ﬂHo,B] = e P / da elH"%[B,Ho]e’AH“, (3.16)
0

the response function eq. (3.8) can be rewritten as

(1) d
RY(t) = ——¥(n). (3.17)
dr
Here, we introduced the relaxation function
W(ny) = BB A1), (3.18)
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which is defined by the canonical correlation

N 1 [ X R
<Bl;A(t1)>EB/O dAw{p9B(—inDA@)).  (3.19)

Likewise, higher-order response functions can be expressed
in canonical correlation form as

2 . Lye o s N
RO 1) = —p (Bi0): [Bar). Ar)l).  (320)

and
N2
RO(t3,10,11) = ,3(%) <é1(0); [Ba(11), [33(f12),1‘§(1123)]]>-

(3.21)

In the classical limit, the commutator i[- - -]/7 is replaced by
the Poisson bracket {- - -} and canonical correlation functions
are reduced to classical correlation functions. The above
expressions are used to carry out classical molecular
dynamics simulations to calculate the higher-order optical
response of molecular vibrational motions.?’—?

3.3 Spontaneous emission and scattering:
physical spectrum and neutron diffraction

A signal emitted by an object entered in the instrument is
generally expressed in the time convolution form A\inst(t) =
fé dr' f(t — HA'(t), Wherg f(@) is a function that character-
izes the instrument and A’(¢) is the Heisenberg operator for
the observable A with a Hamiltonian including the external
force Hy. The signal measured by such instrument as a
Fabry—Perot interferometer may be expressed by a simple
form as f(¢) = exp[—(Ff+ia))t], where 'y is the band-
width and w is the detection frequency of the instrument.
The intensity measured by the instrument is expressed
as Siys(w; ) = (A]Tnst(t)ﬁinst(t)). For a large ¢t with I'yr < 1,
we have?

Sinst(@; 1) &

| — e-20t o0 o
I Re{ / dee(Ts +"“)E<A/T(0)A’(€))}-
Ly 0

(3.22)

We can rewrite the correlation function as*37

-
(AT (A1) = tr{A exp —% / dzﬂA](ﬁeqf&*)
L 0

o !
X exp[;ﬁ drﬁA]}
(

A
=trlA exp —%/ dtH:](b6QAT)}, (3.23)
L 0

Consequently, the above equation can be rewritten as
_ ele—‘ft
2Ty

where I(w) is the Fourier—Laplace transformation of the
correlation function given by

. -1
I(w) = 2Re{tr|}4<s + %ﬁ:) (ﬁquT):|

Here, the equilibrium distribution functions are evaluated
from any initial state p(¢;) using

Sinst(w; 1) ~ l(w), (3.24)

}. (3.25)

s=—iw

i \!
o= lims<s + —HAX) o). (3.26)
s—0 h
Note that Siys(w; 1) is proportional to ¢ for a small I' s¢; thus,
I(w) represents the emission ratio I(w) & dSig(w; )/dt.
Neutron, electron, and X-ray diffraction analyses probe
the configuration of nuclei through the spatial and energy
distributions of scattered particles or a photon beam. Using
eq. (3.22), we can also define spectra for diffraction or
scattering measurements. For a scattered particle or a photon
with a wave vector k, we consider the operator

A = A explik - ], (3.27)
with

Ax = ch&k exp[ik . (ﬁj — f')]
J

(3.28)

where R; is the coordinate of the jth nucleon of the nucleus,
I is the coordinate of the center of mass of the nucleus, ¢y is
a constant, g, is the annihilation operator of the particle or
photon with a wave vector k. The experiments measure the
scattering (emission) intensity of a particle or a photon. We
assume that the Hamiltonian of the nucleon and that of the
particles or photons are well separated and can take the
ensemble average separately. If the beams have a time
envelop denoted by f(¢), the scattering intensity Sk(w;?) =
(A?nst(t)/iinst(t)) is expressed as

Si(w: t) = / / ar dt' f(t — ¢)f(t — 1)
0 JO

< (A OAGOe 1 1), (3.29)
where G(k;t" — ') is the form factor defined by®®
Gl 1) = (e FOkF ), (3.30)

and AA{((t) and f’(t) are the Heisenberg representations of Ak
and # with the Hamiltonian H,, respectively. The above
expression is suitable for describing the time-dependent
spectrum generated by a pulsed particle or photon source.
If f(r)=e TrH" with T'y < w, we have the scattering
ratio of the particles or photons with a wave vector Kk,
I(w; K) ~ dSk(w; t)/dt. This function is often called the
dynamical structure factor and expressed in conventional
form as

I(w;k) = 2Re{/oo dr eim<ff{j(0)ffi((t)>6(k; t)}. (3.31)
0

This spectrum allows us to study a local movement of nuclei
as a change in the momentum of a particle or a photon in
terms of their correlation function.

4. Applications of Stochastic Approach

As explained in the introduction, there are three ap-
proaches to solving stochastic models. Although applica-
tions that we will review in this section have been studied
from one of these approaches, we explain such results only
from the stochastic Liouville equation approach. This is
because we would like to discuss the applications from a
unified point of view and the final results are the same aside
from some technical differences, because these approaches
assume the same stochastic process.
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4.1 NMR, ESR, and 1SR spectroscopies

An electron and a nucleus such as 'H and 3C, respec-
tively, possess the magnetic dipole moment u = ghS, where
g is the gyromagnetic ratio and S is the nuclear spin such as
S =S| = 1/2 or 3/2. The energy of the nuclear spin in a
magnetic field is then expressedas U = —p - By = —ghBoﬁz,
where we set the magnetic field in the z-direction and S. is
the spin operator whose eigenvalues (Zeeman levels) are
given, for example, by S, = +1/2 for S=1/2 and S, =
+3/2,+1/2 for S =3/2. Nuclear magnetic resonance
(NMR) spectroscopy® or electron spin resonance (ESR)
spectroscopy probes the transitions between these levels by
applying a microwave perpendicular to the magnetic field.
Note that the theoretical background of muon spin rotation
(uSR), which measures the spin depolarization of implanted
muons in substances, is also very similar to that of NMR
or ESR.'?#) The NMR and ESR measurements utilize
the microwave in the xy-direction given by B(r) =
(B1(t) cos(wt), B () sin(wt), 0). The Hamiltonian for NMR
and ESR measurements is then expressed as

Hu(t) = henoS; + haty(1)[cos(wn)S, + sin(@n$, ], (4.1)

where we set wy = gBy and «;(t) = gB;(¢). The operators
S, and S‘y are respectively defined by the spin creation
and annihilation operators S‘+ and S_ as fx = S'+ +8_
and S’y = —i(S, — S_). For angular momentum S, there are
L =25+ 1 spin states denoted by |S;). The density matrix
of the nuclear system is then expressed as p(f) =
Zi,m:—s Pnm(®)|nm)), where |n)(m| = |nm)). Of special
interest in this context is the occurrence of the local random
field 6B(#) caused by the thermal fluctuations of the
surrounding atoms or molecules. For practical applications
of the stochastic theory, one should specify a certain form of
interaction. The widely known Kubo—Anderson process is
defined by H(r) = Hay(t) + H;(1), where the perturbation is

(S:8_(0) = tr{(0|§+<eﬁ>u dr<— %ﬂ:(r) — %VX -2+ Fgﬂ (ffqﬁ_)w)}.

given by!?

Hi() =0 -V. 4.2)

Here, we denote gdéB(?) - S — Q@) - V with V= (AxS‘x,
A,S,, AS.), where A is the amplitude of the fluctuation in
the j-direction. In the stochastic approach, €2(¢) is regarded as
the stochastic variable € = (R, 2y, 2;). The equation of
motion is then given by

D 5@ = — LAz 0p@: 10— (V7 )@ 1
al noA ’ h ’

+ Fep(R; 1), (4.3)

where V* = (AXSA‘;, AySA';, AZSAZX) and f‘g is the Markovian
operator for €. Following Kubo and Toyabe,*" we assume
(Qi(1)2;(0)) = 6;;exp[—yjlz|] for i, j = x, y, z. Therefore,

. ) )
fg= (i — ).
° _Z yasz,-( * asz,.)

If we set o(r) =&, the equation describes the spin
precession under a longitudinal magnetic field with a
transverse microwave field. Since the stochastic modulation
causes relaxation, the motion of spin eventually reaches the
steady state after a sufficiently long time.

There are several means of NMR measurement. A simple
one involves free induction decay, which measures the
relaxation of the dipole in the z-direction after the micro-
wave o (t) is switched off. The physical observable of this
measurement is the emission spectrum of the microwave.
From egs. (3.22)—(3.25) for the spin operator A = §, and
S_, this is expressed as

“4.4)

I(w) = 2Re{ / " e‘w‘(§+§(t))}. 4.5)
0

In stochastic Liouville formalism, the correlation function is
written in the time ordered exponential form [see eq. (3.2)] as

(4.6)

where |0) is the three-dimensional extension of |0) presented in §2.2. For |« (?)| < wy, we have H(t) > Hy = hwoﬁz and

. i i A\
I(w) = 2Re{u[(0|s+ (s +-H +-V*.Q— rsz) (;qu)m)}

h

where %9 is evaluated as

. . —1
P8 = %i_r)r(l)s(s + %HOX + %V Q- fsz) ). (4.8)
Furthermore, if we have By > |§B(?)|, the effect of pertur-
bation in the x- and y-directions is much smaller than the
effect of 8B,(¢). Hence, the Hamiltonian H is now able to
commute to the local field interaction V* - @ = AZQZSZX;
we can diagonalize the density matrix that giving rise to
the analytic result.>> In this case, we have (3°5_)|0) =
|0)|01)) and eq. (4.7) is evaluated as

I(®) = 2Re{G_[s]ls—in} (4.9)

where G_[s] is defined by eq. (2.53) with A = A, and
y = y,. From eq. (2.54), if the correlation of noise y is large
compared with the amplitude of fluctuation A, i.e., y > A
for a fixed y = A?/y (motional narrowing limit), then the
spectrum takes the Lorentzian form as

}, 4.7)
s=—iw
2y
()= ——""—"—. (4.10)
Y? + (0 — wo)’
In the slow-modulation limit with the condition y <«

(0 — wy) K V2A, from eqg. (2.56), we have the spectrum
in the Gaussian form

_ 2
_M]_ @.11)

22

This is identical to the case in which the spins with different
resonant frequencies are distributed spatially with the
Gaussian distribution function S(') = exp[—6%(0’ — wp)].

loe}
Tinhomo (@) o 2Re{ f do’ S(w’)e—iw”} 4.12)
0

Here, we put A2 = §%/2. Hence, the slow modulation limit
of the stochastic model is often used to describe the
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(a) homogeneous case  (b) inhomogeneous case

Fig. 1. Schematic view of homogeneous (fast modulation case) and
inhomogeneous (slow modulation case) distributions of two-level spins
system.

inhomogeneous distribution of the spins system (see Fig. 1).
The significance of dephasing is that it depends on the local
environment (the lattice) and thus is sensitive to local
magnetic effects, like those of paramagnetic species, and the
exchange of chemically similar protons between the envi-
ronment and the irradiated sample. In the motional narrow-
ing limit, the dephasing effect is characterized by the time
decay constant T = 1/y/.

Here, we consider inhomogeneous dephasing only. As
shown by Bloch, one usually needs to take into account
the longitudinal and transversal relaxations characterized
by the time constants T} and 7,.*” They can be incorporated
in the equation of motion either phenomenologically or
by introducing the fast stochastic modulation in the x- and
y-directions in rotating wave approximation (RWA) form as
will be shown in §6.3.

The above result represents the spectrum of spin pre-
cession under a strong z magnetic field. In the case of uSR
or low-field NMR measurement, i.e., By = |a(t)/g| ~
|6B(?)|, the perturbation in the S‘x and S‘y directions also
becomes important. This situation was first studied by Kubo
and Toyabe,*'*» then experimentally explored by the uSR
approach.*» The stochastic Liouville equation was solved by
variational and numerical approaches.*> A similar model
was also studied by various approaches.***® The same
model with external fields was also calculated by employing
a sequence of time-dependent noises that satisfy eq. (2.10),
instead of by solving stochastic Liouville equation.'3* Note
that related results will be presented in Fig. 16 in §5.6. A
nuclear spin system with |S| > 1/2,° a coupled spin
system,’) two-dimensional NMR relaxation spectra of
molecular solids,”® and chemical exchange processes,53)
have also been studied by the stochastic Liouville equation
approach.

These studies were, however, limited to the case of a free
induction decay or a stationary response under a constant
external field. Using a set of equations of motion given
in eqgs. (2.41)—(2.43) with the terminator eq. (2.62), we are
now able to study the time evolution of a system under any
time-dependent external field with a stochastic perturbation
in the x-, y-, and z-directions.

As a demonstration, we present a spin echo signal for a
spin system with a resonant frequency wy = 1. In spin echo
measurement, the system is perturbed by /4 and /2 pulses
separated by the period 7; then probed after another period
7,. This measurement enables us to evaluate the inhomoge-
neous distribution of spin resonant frequencies as a profile
of the echo peak. Since the slow modulation limit of the
Gaussian—Markovian modulation model corresponds to the

Fig. 2. Spin echo signals for (a) fast-modulation (homogeneous) case,
y. =1, and (b) slow-modulation (inhomogeneous) case, y, = 0.01, for
fixed modulation amplitude A, = 1.

inhomogeneous distribution case of spins system, we can
illustrate the difference in signals between the homogeneous
and inhomogeneous cases by changing the inverse noise
correlation time y,. In Fig. 2, we depicted the signal for (a)
the homogeneous case y, = 1 and (b) the inhomogeneous
case y, = 0.01 for the fixed modulation amplitude A, = 1.
The other stochastic parameters were chosen to be A, =
A, = 0.1 and y, = y, = 1. The frequency and amplitude of
/4 and m/2 pulses were given by w =1 and o = 107,
respectively. The numbers of hierarchies n,, n,, and n; for
the x, y, and z elements, respectively, are chosen to be n, =
ny =4 and n, =10 for (a) and n, = 100 for (b). After
stabilizing the system by integrating the equations of motion
in the time period of 2 from the initial conditions o, = 0.5
and o, = 0, = 0, we apply 7/4 and 7/2 pulses and calculate
the o, element as a function of 7; and 1. In the
homogeneous case [Fig. 2(a)], the coherence is gradated
by a fast stochastic modulation and the signal is localized at
approximately 7; = 7, = 0. In the inhomogeneous case
[Fig. 2(b)], however, the modulation is static and the spin
can rephase after the /2 pulse application at t; = 15.
Thus, there is a slow decay of the echo peak along t; = 5.

Modern NMR and ESR spectroscopies probe the nature of
interactions between spins using various configurations of
pulsed microwaves; however, few theoretical studies of
dephasing have been carried out.

4.2 Dielectric relaxation

The relaxation of polar molecules is known as dielectric
relaxation. This relaxation is measured by applying external
microwaves to a sample. Since Debye developed a theory of
dielectric relaxation,’® a rotational Brownian motion model
has been used to analyze this phenomenon.” In this
approach, a molecule is modeled as a rigid free rotator with
a permanent electric dipole moment p under an external
field Ecoswt. For a two-dimensional system, the Hamil-
tonian for a single rotator is written as

2 82

Hi() = — — wE cos wt cos b, (4.13)

21 962
where [ is the inertia momentum. The total Hamiltonian is
denoted by H(r) = Hy(t) + H/(2), where the stochastic
interaction is assumed to be I:II(Q) = QV with V = 6. This
Hamiltonian is similar to that of a free Brownian particle.
In the present case, however, the quantum state has to satisfy
the periodic boundary condition |6) = |6 + 27).
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A physical observable commonly measured is dielectric
susceptibility defined by

g(w) =1+ 4na(w), 4.14)
or more commonly expressed as
e(w) — &(00) _ a(w) @.15)

&(0) — &(c0)  &(0)’
where a(w) = a(w) — a(00). The linear response theory for
dielectric susceptibility leads

alw) = / ~ dre @ RM(p), (4.16)

0
where RV(r) = i([1u(f), n(0)])/A is the response function of
the dipole (see §3.1 and §3.2). If we further introduce the
relaxation function W(r) = B(u(r); w(0)), we have RV (1) =
—dW(r)/dr.

Stochastic models have been used in the modeling of
rotational relaxation assuming coupling to an environment.
In the classical case, if the fluctuation from the environment
can be represented by stochastic Gaussian Markovian
modulation, the relaxation function

W(7) = B (cos O(7) cos 6(0)), 4.17)

can be evaluated from the Langevin-type equation expressed
in a stochastic time convolution expression. Utilizing a
continued fractional form, Uchiyama and Shibata studied the
time evolution of dipoles and dielectric dispersion under
stochastic modulation in Gaussian—-Markovian and two-state
jump cases.’*>® Note that this is in principle a Brownian
rotator problem; the second-, third- and fourth-order quantum
response functions for general noise are now obtained by
the Feynman—Vernon influence functional approach.>%¢9

These studies are limited to the two-dimensional rigid
rotator case. Some studies have extended to the cases of
three-dimensional rotators®'=% and spins.®*%> Some treat-
ments include the effect of dissipation in addition to the
fluctuation within classical approximation. As we will see in
§5, such systems may be treated quantum-mechanically
using the reduced equations of motion derived from the
system—bath Hamiltonian.

4.3  Mdossbauer spectroscopy and neutron scattering
Neutron scattering experiments probe the configuration of
atoms through the spatial and energy distributions of
scattered neutrons. Mossbauer spectroscopy detects resonant
absorption of gamma-ray photons by nuclei in the ground
state in crystals emitted from similar nuclei of the same
element in the excited state. The observables of these
measurements are characterized by the dynamical structure
factor for a particle or a photon and given in §3.3. These
measurements make it possible to explore a local movement
of nuclei as a change in the momentum of a neutron or a
photon. For such problem, the stochastic theory has been
applied to study the effects of local perturbation on the
emission or absorption spectrum of neutron or photon.®!?
The relatively well-known example of a study of Mossbauer
spectroscopy is the analysis of a hyperfine local field
interaction which induces effects such as spin—spin and
spin—lattice relaxations. Suppose that the system is under
the magnetic fields; then, Zeeman energy splitting occurs. If

the nucleus does not move, we can set the form factor
G(k; 1) in eq. (3.31) to unity and the spectrum is determined
by

2 % A . .
I(w) = ;Re /0 dre (M| AL(0) M) (M, |Ak(D)| M),

(4.18)

where |M,) and |M,) are the angular momentum indices in
the excited and ground states of the nucleus. For the 3Fe
nucleus, there are four excited states and two ground states,
because the spin in the excited and ground states are S = 3/2
and 1/2, respectively. Thus, the result exhibits six Zeeman
splitting peaks as long as the local perturbation is weak
or slow. If Mossbauer nucleus is coupled to its ionic spin
with 1/2 along the z-axis, the eigenvalue of S. jumps
by +1/2, getting energy from the thermal fluctuation of
molecules or atoms. Since the noise source originates from
spin flipping, one may assume that these two values will
occur with equal probabilities; thus, the system is modeled
by the stochastic two-state jump model. The results exhibit
six Zeeman splitting peaks for a slow-modulation case,
whereas they exhibit only a single peak for a fast modulation
case.396% Note that the same theoretical frame work can be
used to analyze the electron paramagnetic resonance (EPR)
measurement.””)

Thus far, we have considered a fixed nucleus, but the real
value of Mossbauer spectroscopy is the ability to detect a
change in nucleus momentum through the form factor. As an
application of the stochastic theory, we now turn to the
problem of trapped interstitial impurities.”""”” We consider
an impurity atom in a host crystal lattice. Suppose there are
several stable sites for the impurity as interstitial defects in
the host lattice cage. A jump of the impurity causes a change
in the form factor G(k; ) defined by eq. (3.30), if it moves
within the time scale of Mdssbauer or the neutron scattering
measurement. For a polycrystalline sample, this can be
expressed as

sin k|rn — Iy |

, (4.19
klrn - I'm| ( )

G(k; ) =Y pu(n|P(x)|m)
n,m

where P(7) is the time evolution operator for exp[—ik - #(0)],
n and m refer to possible sites of impurity atoms, and p, is
the initial distribution of impurities at site n. The movement
of impurity atoms is a low-frequency vibrational motion
between the sites, but in a certain time range, we may regard
this motion as hopping from one site to another, which
follows a simple stochastic dynamics. Then one can evaluate
(n|P(t)|m) by using the cumulant expansion method or by
solving the stochastic Liouville equation as a multistate
jump problem. Using this model, Dattagupta studied the
thermal reorientation of Co impurity atoms in the octahedral
cage of Al atoms in an fcc lattice as the diffusion broadening
of the Mossbauer line shape.”'”” The same theoretical
framework can be applied to analyze the neutron scattering
of molecular reorientation.'?

4.4 Electronically resonant optical spectroscopy
Nonlinear optical interactions between the laser and
electronic states of an atomic or molecular system provide
powerful spectroscopic tools for the understanding of the
dynamics of the system as well as its environment.”® In an
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early stage of the investigation on nonlinear optical
phenomena, the stochastic theory has been widely used to
include the effects of phase relaxation. Resonant optical
experiments measure the optical transition between the
ground and excited electronic states of atoms or molecules.
The Hamiltonian is then expressed as

Hy(t) = Hy + Hi (1), (4.20)

where

Ay = Z hw,d;a; 4.21)
n

is the system Hamiltonian, and &, and &, are the creation

and annihilation operators of atomic or molecular electronic

states. The laser interaction is given by

Hy(t)=—(a~ + A7) - E@),

where 4t =" ,u,,mdj{&m with the transition amplitude w,,,
and i~ is its conjugate. One often uses the stochastic theory
to account for the fluctuation in electronic resonant
frequency, which is due to the random force on the system
caused by the environment. If we may express the
modulation of electronic energy gap as stochastic Gauss-
ian—Markovian modulation, the total Hamiltonian is given

(4.22)

by H(t) = Ha(t) + H/(2), where the interaction H;(2) =
QV is expressed as
H/(Q) = m[z Andfay + Y Aw(dfa, + ana;)]
n n#m
(4.23)
Here, A, and A,,, are the amplitudes of the diagonal and
off-diagonal modulations, respectively. If the optical ob-

servable is photon counting rate defined by eqgs. (3.22) and
(3.23), we have

(A = tr{Z <0|ﬂéA<t>|n><n|<ﬁeqn>|0>}, (4.24)
where i = a4~ + 4%+ and
. .
Ga(t) = exp{/ dr[—lﬁx(t)+f‘9:|}, (4.25)
< 0 )
with H*(7) = ﬁj(r) —l—I—?,X(Q), and we inserted the com-

pleteness relation of the stochastic state, 1 = > |n)(n|. For
H/(Q) = QV, the propagator for the stochastic state from |n)

éj[s] =

i

to (0] is evaluated as'® .
OIGalslm) = Gols1 [ [ (V*Gilsl),  4.26)
=1
where !
1
(4.27)

J .

A 1
s—i—j)/+hH/§<[s]—}-—ZVX

The conjugation of (n|éA [s]|0) is also calculated accord-
ingly. Then, using the expression p* given by eq. (4.8), we
can evaluate (n|(p°12)]0). If (n|(p*4f1)|0) = O for n > 0, only
the element with n = 0 remains in eq. (4.24), leading to a
simple result as discussed in eq. (4.9) with eq. (2.53). In the
general form of ﬁ,(Q), however, (n]|(%41)|0) is not zero and
we have to evaluate all the products in eq. (4.26).

The emission and absorption spectra have been calculated
using the expression eq. (4.27) for continuous-wave (cw)
laser excitation for an arbitrary strength of a laser.*7+7%
The interplay between stochastic modulation and the
dynamical Stark effect has been studied in the case of a
strong laser excitation. The time-dependent spectrum has
also been evaluated for the two-state jump case.’® By
generalizing the hierarchy equations, one also has calculated
time-dependent spectra for a non-Markovian noise including
temperature effects.’”

Laser pulses are characterized by their carrier frequency w
and wave vector k. Modern laser experiments utilize more
than two laser beams with different wave vectors and
frequencies. The different orders of polarization as a power
of laser fields can be detected separately by selecting a probe
direction that satisfies a phase matching condition. Thus,
optical polarization can be classified according to the power
dependence of laser fields.”® From eq. (3.1), the optical
response to laser fields is expressed as

P(t) = a{p(0)},

in which p(7) involves the interaction between the driving

(4.28)

1A 1
s+ + 1)]/—i-£H§[s]—i-—2VX

G+1 v
J V%

s+G+2y+ .

fields and the system. As shown in §3.1, if we expand p(¢) by
a laser-system interaction, we can express P(f) in powers of
the electric fields. We consider that the system is initially in
the ground equilibrium state pg = [0)(0|Pq(£2). The ex-
pectation values with odd powers of dipole operators, i.e.,
tr{fips}, and tr{{ipg i1} are zero. For short pulses E;(t), the
signal is then written as’>

o0

P(ty=Y P V), (4.29)
N=1
where
oo}
PO = / dr Ei(r — )RV (1)), (4.30)
0
and
o0
PO = / / / dis iy dnEs(t — 5)Ex(t — 123)
0
x Ei(t — t123)R¥(t3, 1a, 1), 4.31)

and so forth. Here, RV(#)) and R® (s, 1o, 1)) are the first-
and third-order response functions defined by eqs. (3.8) and
(3.13) with A = i and B, = i, respectively. By using the
transformation given in eq. (3.23), they are expressed in
explicit form as

RV = %tr{;z—é(z)(mﬁg)} —c.c., (4.32)

and
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4
R(3)(l3, b, ) = ZRS)(Q, t, t;) — c.c., (433)

a=1
respectively, where c.c. stands for the complex conjugate
and

i . .
R, 12, 1) = — 5 e{a” Gw)[{G(r)

x [(Gaoa*pe)a~ 1At ]}, (4.34)
RY(t3, 1, 1) = —%tr{mé(@)[{é(b)

x [A7 G (per™)]} AT} (4.35)
RO, 1, 1) = —%tr{,&‘é(g);ﬁ

x [6u{[Gan(pa)]at )]}, @36
RO (53, o, 1) = —%tr{ﬂ_GA(g)/ﬁ

x G(t)a~ G(t)AT pg).- 4.37)

In the above equations, G(z) is the propagator that does not
involve the laser interactions defined by

G@t) = exp|:— % (HY +H ()t + f“gt]. (4.38)

The first-order term eq. (4.32) is the observable for linear
spectroscopy, whereas the third-order term eq. (4.33) with
eqs. (4.34)—(4.37) is that for nonlinear spectroscopy. Pump-
probe and photon echo signals can be expressed in terms of
eqgs. (4.34)—(4.37). Any order of polarizations is expressed
by the elements of the response function with different
configurations of operators corresponding to the different
time evolutions of the density matrix element.”>’® Each
time evolution is characterized by the quantum Liouville
paths illustrated in Fig. 3. Diagrams (1) and (2) in Fig. 3
contain the population state |1)(1] related to excitation state
dynamics, while (3) and (4) only contain |1){0] and |0)(1]
related to coherent states dynamics. Photon echo, impulsive
pump—probe and hole-burning signals are calculated from
diagrams (2) and (3), where the phase in the #; period is
opposite to that in the #; period.”>

Fig. 3. Double-sided Feynman diagrams of third-order response func-
tions. Diagrams (1)—(4) correspond to the processes for eqs. (4.34)—
(4.37), respectively. In each figure, the time runs from the bottom to the
top and ¢y, t,, and #3 represent the time intervals between the successive
laser-system interactions. The left line represents the time evolution of the
ket, whereas the right line represents that of the bra. The excited states are
represented by the fat lines. The complex conjugate paths of (1)—(4),
which can be obtained by interchanging the ket and bra diagrams, are not
shown here.

Numerous applications of frequency domain spectroscopy
and time domain spectroscopy have been developed using
eqs. (4.33)-(4.37) with the aid of the stochastic theory.39-3%
An early thorough investigation on nonlinear optical
phenomena with the finite memory effect has been per-
formed by Takagahara et al. using stochastic frequency
modulation models; they have studied the memory effect of
frequency modulation on the coherent optical transient,
emission, and absorption spectra of multilevel systems.30-84
For continuous wave excitation, the result can be obtained
analytically by Laplace transformation. The emission power
spectra of the three- and four-level systems with the
Gaussian—Markovian and two-state Markovian modulations
were investigated. The simplicity of the models allows us to
study the nature of dynamical processes analytically under
the influence of an environment.3390-92)

The expression of the signal in the second-order optical
processes for a three-level system with its excited energy
level randomly fluctuating as a Gaussian—-Markovian mod-
ulation is analytically calculated using eqs. (4.34)—(4.36).8D
As illustrated in Fig. 4, this expression can be used to
calculate spectra for (a) pump—dump (absorption—emission)
and (b) doubly excited absorption processes. The explicit
expression of physical spectrum is given in ref. 35. Here, we
present the intensity of the spectra for the three-level system
as a function of the absorption and emission frequencies w;
and w;,, respectively, in Fig. 5. We chose the amplitude of
fluctuation A =5, then plotted the spectra for the rates of
fluctuation (a) y = 1.0 and (b) y = 0.1. The bandwidth of
the instrument I'y = 0.01, and the longitudinal (7;) and
transversal (7,) relaxations are phenomenologically taken

@4

Fig. 4. Schematic view of second-order optical process of three-level
system with an intermediate state modulation for (a) pump-dump
transition and (b) doubly excited transition.

(b)

Fig. 5. Emission intensity for a three-level system with intermediate-state
modulation plotted as function of absorption and emission frequencies
Aw; and Aw,, where we set Aw; =0 and Aw, =0 at resonant
frequencies. (a) is for the fast-modulation case y = 1, whereas (b) is for
the slow-modulation case y = 0.1. The intensities of spectra are plotted
in arbitrary units.
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into account and are set by adjusting the natural radiation
damping rate y, (= 1/T), = 1/2T,) = 1. All parameters are
dimensionless. The Raman component with the §-function
8(w; — wy) is not shown in the figure. For the fast
modulation case Fig. 5(a), the coherence involved in the
optical process is completely graded and a broadened peak
centered at w; = wy = 0 appears. In Fig. 5(b), the incoher-
ent element is seen at the Raman position w; = w,. This is
the broadened Raman peak that arises because the quantum
coherence is partially graded by stochastic modulation.’”
To explain this peak, it is essential to treat the system-
environment interactions nonperturbatively. Therefore this
peak was not predicted from the theory based on perturba-
tive equations such as the quantum master equation or
Redfield equation. The importance of noise correlation was
also pointed out experimentally.”>*% The temperature effect
of the modulation on the second-order optical process, which
could not be included within the framework of the stochastic
theory, was also discussed in ref. 35.

Contemporary laser instruments can handle a laser pulse
shorter than subfemto second (< 107'9s) and can measure
motions faster than most molecular and atomic movements.
An analysis of the time-dependent signal in ultrafast
spectroscopy gives us a deeper understanding of relaxation,
but it requires more specific and detailed considerations. For
molecular cases, a system is commonly modeled by several
electronic excitation levels coupled with molecular vibra-
tional modes that usually consists of one overdamped and
several underdamped modes. The overdamped mode repre-
sents a nonoscillatory motion of molecules, which causes the
inhomogeneous broadening of spectral lines. The under-
damped modes represent inter- or intra-modes of molecular
vibrations, which are usually modeled by Brownian oscil-
lators. As mentioned in §4.1, the stochastic theory can be
used to describe the inhomogeneous broadening expressed
by a Gaussian distribution. In this framework, several
researchers calculated the photon echo signal defined by
the third-order response functions eqs. (4.35) and (4.37). It
was shown that if the modulation is slow and the coherence
of the electronic excitation is not degraded, a photon echo
peak appears.”>°7 Although the overdamped motion can be
treated by the stochastic approach, the underdamped modes
are not so easy to handle except for harmonic modes where
the quantum Brownian motion theory can be applied. The
calculations of such signals are ongoing subjects. We shall
briefly discuss one of such attempts in §5.8.

The problem of resonant spectroscopy is closely related to
the nonadiabatic transition problem, which is known as the
Landau—Zener problem.’® Kayanuma has studied the effect
of stochastic perturbation on nonadiabatic transition by
assuming the Hamiltonian

R 1 _
Hn =7 [vt + RQ(N)](10)(0] — [1)(1])
+ [J + Q' O]A0) 1] + [1)0),  (4.39)

where |0) and |1) are adiabatic states, J is the nonadiabatic
coupling, and v is the velocity of the particle. The change in
energy between the adiabatic states is proportional to v. The
effects of the diagonal and off-diagonal modulations were
characterized by S_Z(t) and S_Z’(t), respectively, and were
studied from the stochastic approach.?®-10D

4.5 Molecular vibrational spectroscopy

The stochastic theory has been applied to vibrational
spectroscopy from the early stage of its development to
explain vibrational dephasing.!®® The Hamiltonian for
vibrational modes is expressed in the molecular coordinates
qs as

52
Hys = Z[é’—m + U(@)} + ; U'Gsq0).  (440)
where U’(gy,gy) represents the interaction potential. We
denote the set of coordinates by q = (41,42,§3,...). The
total Hamiltonian with external laser interactions is denoted
by ﬁ(t) = I-Lys + HE(t). Infrared (IR) spectroscopy probes
the molecular dipole (), whereas off-resonant Raman
spectroscopy probes the molecular polarizability «(q). Laser
interactions are then expressed as Hp() = — W(Q)E() for IR
and ﬁE(t) = —a(§)E?(t)/2 for Raman. Notice that, to induce
vibrational excitation, the Raman process requires two laser
interactions, since Hg(f) x —uina(Q)E(7) and the induced
dipole is given by puing(q) = @(q)E(t). Hence, as illustrated
in §3.1, both the first-order IR and third-order Raman
response functions are expressed by two-time correlation
functions as

R @) =~ (@), n(@)])

n (4.41)

and

LT N
Rg'jmun(tl) = E([a(q(tl))’ a(q)]), (442)
respectively, in which the Hamiltonian in (---) does not
involve laser interactions. We can always write the Ham-
iltonian eq. (4.40) in matrix form with the basis of the
energy eigenstates of each mode |n;) as

H=h) % w,ln)nl
+h Z Z Wp ' |n.v)<n,‘v’ i’

s’ ng#n'y

(4.43)

where 7w, is the nth eigen energy for the mode s, and w,,
represents the transition frequencies between the energy
levels denoted by n; and n’y. Suppose that only the i-th mode
is optically active, i.e., u(q) — u(g;) or a(q) — «a(g;), the
other degrees of freedom can be regarded as the bath modes,
which give rise to a fluctuation in the transition frequencies
of the mode i. We then write ﬁsys — ﬁsys(t) =H, + I-L(t) as

Ayo(t) = 1) [0, + Q0] I3} (]

+ 7 Z Qnin‘f(t)mi)(n;
niF#n;

, (4.44)

where the states n; and n; belong to the same mode i. The
dipolar interaction is expressed in terms of the elements
Pt = 1@} a8 Hp(t) = — 3,y s, ECO)Ii) 1)
Polarizability can be defined in the same manner. The
above Hamiltonian looks similar to that for electronically
resonant spectroscopy [see eq. (4.21) with eq. (4.23)]. In the
present case, however, the frequency fluctuations S_Z,,,.(t) for
different n; correlate, since they arise from the same
interaction between the modes described by the coordinates
g; and the bath. Similarly, the off-diagonal fluctuations

082001-15



J. Phys. Soc. Jpn., Vol. 75, No. 8

INVITED REVIEW PAPERS

Y. TANIMURA

S_Zn,n;(t) for different n; and n} values also correlate. Suppose
that the frequencies of the bath modes are much lower than
that of the optically active mode i, the effects of the energy
transition between the i mode and the bath modes may be
neglected. The Hamiltonian is then expressed as!'%%10

Hys() =1 [on, + Qu0]In) (nil. — (4.45)

This Hamiltonian has the same form as that with the
stochastic diagonal modulation. This model, however, has a
critical drawback: Because we neglect the off-diagonal
elements, the system never reaches the thermal equilibrium
state. Furthermore, even if we include the terms S_Z,,l,l;(t), as
long as we assume stochastic modulations for Q,,i(t) and
S_Zm,,;(t), the temperature of the system increases to infinity,
since stochastic modulation is in principle an external
adiabatic modulation. This may cause a serious problem
particularly for low-frequency vibrational modes, where
thermal excitations play an important role.' Nevertheless,
due to its simplicity, this model has been used extensively to
analyze high-frequency vibrational modes. An implicit
assumption that is often made for this model is that the
frequency fluctuations S_Zni(t) can be described by a
Gaussian—Markovian process. By utilizing molecular
dynamics simulations, the Gaussian—Markovian character
of frequency fluctuations is observed in some cases.!?-199

4.6 Single-molecular detection and two-dimensional
vibrational spectroscopy

Spectral line shapes in a condensed phase contain
information from various dynamic processes, including
important processes such as microscopic dynamics, inter-
molecular couplings, and solvent dynamics, all of which
modulate the energy of a transition. Energy and phase
relaxations take place whenever a system is affected by
coupling to other degrees of freedom and the resultant line
shape from molecules in condensed phase is broadened and
overlapped. As a result, it is very hard to analyze the
spectrum without assuming a model, but conventional laser
experiments are not capable of detecting the validity of such
a model. In the ’90s, two new spectroscopic approaches,
single molecular detection (SMD) and two-dimensional (2D)
vibrational spectroscopy, were developed, which stimulated
the development of the stochastic theory.

In SMD,"'!? the resonant frequency of a dye molecule in a
matrix environment is measured by high-resolution spec-
troscopy. Because such an environment changes due to the
lattice vibration of the surrounding atoms or molecules, the
frequency fluctuates with time.'''~!'® SMD can probe this
stochastic trajectory of frequency without taking an ensem-
ble average, which is now called spectral diffusion''> Reilly
and Skinner explained spectral diffusion using a model of a
chromophore coupled to a collection of stochastic two-state
jump systems,!'®

In 2D spectroscopy, the multibody correlation functions
of a molecular dipole or polarizability are measured using
ultrashort pulses.24’“7) As outlined in §4.5, researchers have
used the stochastic theory to investigate vibrational dephas-
ing in linear IR and Raman spectroscopies. Unfortunately,
the change of signals in linear spectroscopies does not easily
reveal microscopic details of the underlying mechanism and

Fig. 6. Pulse configuration for (a) the fifth-order Raman and (b) the third-
order IR experiments. To induce vibrational excitation, a Raman process
requires a pair of laser pulses. Therefore, the (2n + 1)th-order Raman
process is equivalent to the nth order IR process.

process in the condensed phase. Thus, other extreme
spectroscopic approaches, that is, multi-dimensional vibra-
tional spectroscopies, were developed. The fifth-order two-
dimensional (2D) Raman®!''$119 and third-order 2D IR
spectroscopies!!7120-127 are such examples. The pulse
configurations of these measurements are shown in Fig. 6.
For Raman and IR cases, the observables are polarizability
and dipole moment, respectively. The fifth-order Raman and
second-order IR processes are represented by their three-
body correlation function eq. (3.12) whereas the seventh-
order Raman and third-order IR ones by their four-body
correlation function eq. (3.13). Then the response functions
for the fifth-order Raman and third-order IR processes are
given by?¥

5
RS (12, 1)

= - plle@en). @) o@). @0

and
3
RO (13, 1, 1))

= — < ([[[#(at0). 1(@e)]. (@) n(@))

(4.47)

respectively, where we set tj, =# +1t and ti;z =1 +
ty + t3. Multi-dimensional vibrational spectra are obtained
by recording the signals as a function of the time dura-
tion between the pulses. In practice, the fifth-order 2D
Raman spectroscopy is designed to differentiate various
motional modes whose origins are attributed to inhomoge-
neity,?+?7:28:128.129) apharmonicity,?> 313 and mode cou-
pling mechanisms,'**13% and to monitor inter- and intra-
molecular vibrational motions.?*3%137-140) Third-order infra-
red or seventh-order Raman processes'#""14? are shown to be
sensitive to the local fluctuation of the molecules surround-
ing the target molecules and the conformal change of
molecules,2!123-143) which are not so clear for the linear
spectroscopy discussed in §4.5. Three-pulse vibrational echo
techniques were applied to the molecular stretching mode'*?
and hydrogen bonding interaction between the solute and the
solvent,!2>:126)

Some calculations in the fifth-order Raman and third-
order IR measurements were carried out using the theory
developed for the electronically resonant spectroscopy
explained in §4.4. If the random force exerted on a molecule
by solvents causes the stochastic modulation of vibrational
energy levels, we can employ the Hamiltonian given by
eq. (4.45). Thus, the model shown in Fig. 4 may be used to
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explain the signals from multi-dimensional Raman!Z%12%)

and IR spectroscopies.'*!46) The results in Fig. 5 may also
be used for the analysis of third-order IR spectroscopy,
which involves four laser excitations. The form of Q(t) is
determined by molecular dynamics simulation.!*~15 The
IR echo signal is then calculated from response functions
similar to eqs. (4.35) and (4.37). The results reasonably
explain the time scale of dephasing measured in the
experiments, but the validity of the models must be carefully
examined.>V

5. Quantum Fokker-Planck Equation and Master
Equation for Nearly Markovian Noise Bath

5.1 Reduced density matrix elements

Up to this point, we have treated phenomenological
stochastic modulation for a spin or molecular system. The
stochastic theory involves the fluctuation of energy states
but does not treat damping or dissipation explicitly like a
damping term in the Langevin equation. If the system
interacts with a thermal bath, dissipation arises in addition to
fluctuation.” Fluctuation supplies energy to the system,
whereas dissipation takes energy out of the system: In the
equilibrium state, fluctuation energy balances with dissipa-
tion energy. Since the stochastic theory assumes adiabatic
modulation, it does not involve the energy transfer from the
system to the environment. Therefore, the dissipation term
does not appear in the stochastic Liouville equation. Thus,
the stochastic theory is difficult to apply to a system
described by momenta and coordinates as the case discussed

in §4.5, since the temperature of the system increases to
infinity and all vibrational energy levels are excited.

To overcome this problem, we consider a situation in
which the system is subjected to a heat bath that gives rise
to dissipation in addition to fluctuation in the system. To
illustrate this, let us consider the model Hamiltonian, 32155

AD ~ 2

A A D; 1 V@

HZHA(P,C])‘FZ —j+—mja)j2~(xj—j—2 )
J

2m; 2 m;w;
5.1
where
ﬁZ
Ha(p,§) = om + U@ (5.2)

is the Hamiltonian for the system with a mass m and a
potential U(g) described by the momentum p and the
coordinate ¢. The bath degrees of freedom are treated as an
ensemble of harmonic oscillators, and the momentum,
coordinate, mass, and frequency of the jth bath oscillator
are given by p;, £;, m;, and wj, respectively. The system—
bath interaction is denoted by —V(§) i€ X;, where V(§) is
a function for the system. Note that we included here the
counter term Z_,' C?VZ(Q)/2mjw? presented in ref. 153 to
maintain the translational symmetry for U(g) = 0 required
to describe a motion of a free Brownian particle. The
reduced density matrix element for the above Hamiltonian
with the heat bath is written as

p(q,q51) = / D[q(7)] / D[q'(D)] / dg; / dq; p(qi.q)pcs(q. 4, 15 gi, 4;)

i i )
X eXp{ESA[q; t]}F(q,q/;t)eXp{— %SA[C] ;t]},

where Si[qg;t] is the action for Hu(p, §),

!
Salgir] = / dr[%mq%)—U(q(r))} (5.4)

1
p(gi, q;) is the initial state of the system at time #;, F(q, q'; 1)
is the influence functional,’? and pcs(q,q,1; gi.q;) is the
initial correlation function between the system and the
bath.'>> The functional integrals for ¢(r) and ¢/(t) run from
q(t;) = q; to q(t) =q and from ¢'(t;) =gq; to q'(t) =4,
respectively. In our approach, we can set pcs(q,q', t; gi, ¢;) =
1 and regard p(g;,q;) as the initial condition without
scarifying generality; the effects of the initial correlation
can be taken into account by a hierarchy of the initial
condition, as will be shown in §5.4. The influence functional
for the inverse temperature 8 = 1/kgT is given by!>>15>

N2 pf
/ 1 X /
F(q,q;t):exp{<—£) /drV (g,9;7)

4

d [* —
X |:—f dv'iLi(t — T)V°(¢q,q’; 7))

ot J,,

+ / dr' Ly(t — T)V*(q.q'; T/)] }, (5.5

i

where V*(q,q';7) = V(q(1)) — V(4'(r)) and V°(q.q';7) =
Vig(v)) + V(q’(t)). The kernels of the time integrals are

(5.3)

expressed as

_ o0 J(w)
Li(t) = / dw —— cos wt, (5.6)
0

w

and
o0 Bhw
L) = / dwJ(w)coswt coth(7>, 6.7
0

with the distribution function
2

Jw) = Z 2cjh

7 mja)j

If we consider the interaction coordinate of the bath modes
asX=) j€%j, system A is considered to be driven by the
external force X(#) through the interaction —V(§)X, where
X(r) is the Heisenberg representation of X for the bath
Hamiltonian Hg = Y (p3/2m; + m;w’%3/2)." Since the
bath is a harmonic that exhibits a Gaussian nature, the
character of X(f) is specified by its two-time correlation
functions, such as the symmetrized and canonical correlation
functions respectively defined by

w — w)). (5.8)

| BN PSRN
Cl) = 5 (XNX(0) + X(0) X)), (5.9

and
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(1) = BX; X(1)) g,

where (---)g represents the thermal average of the bath
degrees of freedom. The function C(f) is analogous to
the classical correlation function of X(r). It is related to
W(¢) through the fluctuation—dissipation theorem Clw] =
he coth(Bhw/2)/2W[w].  Since  Li(f) = —hW¥(r)/2 and
Ly(t) = C(t), Ly(t) corresponds to the correlation function
of the noise, whereas L, (f) corresponds to dissipation. Both
effects are induced by the bath.

By carrying out the path integrals, the reduced density
matrix elements were calculated analytically for a harmonic
oscillator,!™ a free particle,ls@ and a two-dimensional
rotator.>*%? Variational calculations including optimized
perturbative calculations were also examined for a polar-
on'®” and a Morse oscillator'™® to evaluate the reduced
density matrix. The equations of motion for eq. (5.3)
were also derived by considering the time derivative of
eq. (5.3).1315% In what follows in the next subsection, we
shall obtain the equations of motion in a similar hierarchy
form as eqs. (2.41)—-(2.43) and eq. (2.62) by choosing a
proper spectral distribution and a temperature.

(5.10)

5.2 Quantum Fokker—Planck equation for nearly
Markovian noise bath

The function L,(¢) arises from the correlation function of
the bath coordinates and corresponds to the noise correlation
function.'” To have equations of motion in a similar
hierarchy form as the stochastic Liouville equation, we
need to choose L,(f) in exponential (Markovian) form.
Hence, we assume!519-151.159-167)

hn Yo
J)=————, 5.11
(w) T Pt (5.11)
to have
_ h
L) = % e (5.12)
and
o0
Ly(®) = coe "M + Z cre (5.13)
k=1
where v, = 2kmr/ph are the Matsubara frequencies and
ny* | 2 46h
o= —+Z% . (5.14)
2 | Bry = (Bhy)” — (2km)
and
hiny? 8k
¢ = — Y il (5.15)

2 (Bhy)* — km)*’

The profiles of L,(¢#) for different y and ph values are

pg.q' st +¢€)

1 .
- [ f &y’ f Dig()] f Dig (@] f dg; / dq, exp[1

(b) y=10

0.05f

(@) y=1

0.05

Lo(t)
Ly(

0.00
-0.05f

0.0 0.4 0.8 0.0 0.4 0.8

1 4

Fig. 7. The kernel L,(f) defined by eq. (5.13) is depicted as a function
of the non-dimensional time ¢ for (a) y = 1 and (b) y = 10. In each of
the figures, from top to bottom, the inverse temperatures are Sh =
0.2,0.5,1.0, and 10. The constant #iny?/2 is set to unity. This function
becomes negative at low temperature Shiy > 1 in the region of small #’s
for the case of (b). This is characteristic of a quantum noise. In the
classical limit with 7 tending to be zero, L, () always becomes positive.

illustrated in Fig. 7. If we further assume the high temper-
ature case Phy < 1, we obtain the desired feature as
Ly (t) = ny exp[—yI|t|]/B. Since L,(r) has the same exponen-
tial form as the noise correlation function eq. (2.10), we may
derive the equation of motion for eq. (5.3) in hierarchy form
as eqgs. (2.41)—(2.43). To illustrate the derivation, we rewrite
the influence functional as

F(qg.q's0) = eXp{— f dt ®(¢(1),4'(1))

T
X |;/ dr e " 0(q, ¢';7) + Glgi, q;; 7-’)] }

£

(5.16)
where
Pl 4 = % [V(e@) = V(d@)], (5.17)
o300
- ;;;l [V(e() - V(d(D)] } (5.18)
and

Glai g ) = 5 "0 [V(a) + V(g)].

We follow a procedure similar to the derivation of
egs. (2.14)—(2.17) to determine the equations of motion.
The density matrix element with a time increment € is
expressed as

(5.19)

. 2 .
imy'”  ie
+ J—

Ula _y)} eXp[_ 2ne ' h

my* e

U(d - y’)}

2he fi

!
X eXp{—6©(q —-y.q — y’)[ / de' e """0(q, ¢ T) + Glgi q}; t)} }
t

i / 1 / /
X GXP{ESA[CJ; t]}F(q,q )] CXP{— %SA[Q ;t]}p(qi,q,-),

(5.20)
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where C is the normalization constant for the integral y or y', and the functional integrals [ D'[¢(t)] and [ D'[¢'()] now run
from ¢(t;) = g; to q(t) = q — y and from ¢'(t;) = ¢ to ¢'(t) = g’ — ', respectively. Since #e is very small, the integrations of
expliny?/2he] on y and exp[—imy/2 /2Fe€] on y' can contribute to the very small regions of y and y'. Hence, we can expand the
remaining integrant using y and y'. Then, by further expanding € and by taking the limit € — 0 for [p(q,q';t + €) —
0(q,q';1)]/€, we can calculate the time derivative of the density matrix element as'>18:162.169)

9 i
- s /;t :__L i / ’ /;t
atp(qq ) 5 (q.94)0(q.q';1)

— ®(q.9) / Dlgq(1)] / Dlq' ()] / dg; / dq,‘[ / dr'e " 0(q.4:7) +G(qi,c1§;t)]

i i
X eXP{ESA[q;t]}F(q, q';t) eXp{— ESA[CI/;I]},O(%‘,CI;)’ (5.21)
where
lady=—1 ( _ Y4 v - v (5.22)
Tt =", a2 dq” i 1 ’

is the quantal Liouvillian. To avoid the explicit treatment of inherent memory effects during the time evolution of the reduced
density matrix and to make the treatment tractable, we introduce auxiliary functions for any nonnegative integer n defined by

pnl(g,q's1) = / D[g(7)] / D[4 (1)] / dg; / dqé[ / dr' e """ 0(q,q;7) + G(qi,q,‘;t)}

i / 1 / A
X eXp{E Salgs1] }F(q, q:1) eXP{— 7 Salg’: 1] }p(qi, q;)- (5.23)
Then the element with n = 0 corresponds to the exact distribution function p(q, q'; ) = po(g, ¢’; t). Using the above auxiliary
function, we can rewrite eq. (5.21) as

9 i
—po(q,q';1) = ~ L(q,4)po(q. 45 t) — D(q,9)p1(q. 45 D). (5.24)

ot

To evaluate p;(q,q’;t), we reduce the equation of motion for eq. (5.23) with n = 1. Repeating the same procedure for
on(q,4q'; 1), we can construct the hierarchy of equations as

a i .
& pn(q’ 51/2 t) = - I:% L(f], q/) + T’l]/:| pn(Q? 51/2 t) - (D(q’ q/)pn+l (f], q/; t) + n@((]’ q/)pnfl (q’ q/; t)’ (525)
where ©(q, ¢’) is now expressed as
/ — ﬁ _ ﬂ 4 3 _ 4 / i _ i " _ 1" / _ 2 _ A
o) =2 -2 [V 5 - VW) s |- V@ -V - V@ V@) 529

where V'(¢) = dV(q)/dq and V" (q) = 3V (q)/dq>. As shown by eq. (2.62), for large (N + 1)y > /B and w4, where w, is a
characteristic frequency of the system, the hierarchy of equations can be terminated using

9 i , 1 ,
Py on(g. 451 = — [E L(g.q)+ N)/i| on(g.q's 1) — , ®(q,4)0(q,4)on(q. ¢ 1) + NO(q, ¢ pn-1(q.¢';1).  (5.27)

VX(@p, and —in[V'(q)d/0q — V'(¢)d/0q'10(q.q')/m —
[(V'(§)pp + ppV'(§)], respectively. We then introduce the
Wigner distribution function, which is the quantum analog
of the classical distribution function in phase space. For the
density matrix element p,(q, ¢'), this is defined as'®®

Here, to obtain the above equation, we used the relation
1 !
on+1(g. 45 1) = )—/®(q, 4)on(g. 4’3 1). (5.28)

The equations of motion eqs. (5.24), (5.25), and (5.27) are
the coordinate state representation of the quantum Fokker—

Planck equation for a nearly Markovian bath.!®162164 The
depth of the hierarchy N is chosen according to the time
scale of the correlation time 1/y and the strength of the
system—bath interactions. A physical interpretation of these
hierarchy elements will be given in §5.4 in the context of the
correlated initial condition.

5.3 Wigner distribution function and classical limit

The density operator representation of the equations of
motion eqgs. (5.24), (5.25), Aand (5.27) is obtained by
replacing L(q,q)p(q,q') — Hip, [V(9) — V(q)]p(q.q) —

Wa(p q)si/w dre” o, (g -2+ 7). (5.29)
e 2mh J_o " 2’70 2) ’
The Wigner distribution function is a real function in
contrast to the complex density matrix. Following the

transformations'®

A ap—alp+ 22 a2 N\

% —_ —_——

P-9)p P 2iaq’q 2 op P9,

a A hod hoo

PAD, Q) = Alp— = —.9+ = — |W(p.q), (5.30)
2i 0q 2i dp
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we can easily express the equations of motions in the Wigner
representation.

To write the equations in explicit form, we assume that
the system—bath interaction consists of the linear—linear (LLL)
interaction ¢gX'®!” and the square-linear (SL) interaction
g*X,!0>10L19) where X = )~ ¢;x;. We then employ %4169

Vig) = V1Q+%V2q2- (5.31)
As mentioned in §5.1, the system-bath interaction can be
regarded as the time-dependent external force applied to the
system and we may include the interaction into the effective
potential as U'(g,t) = U(q) — V(¢)X (). If we consider the
harmonic potential U(q) = mw}q®/2, we have U'(q,1) =
mwg[q —ViX(OP /2 — mw%Vsz(t) /2 for the LL interaction,
whereas U'(g,t) = ma)z(t)q2 /2 for the SL interaction, where
Vi=Vi/mw} and o*() = wf — VoX()/m. Thus, for a
random noise X(¢), LL coupling swings the position of the
potential, whereas SL coupling shakes the potential surface
as illustrated in Fig. 8. Since the SL interaction causes the
frequency modulation of the potential, the fast modulation
limit of SL interaction corresponds to the case of homoge-
neous distribution as depicted in Fig. 9(a), whereas the slow
modulation corresponds to the case of inhomogeneous
distribution as depicted in Fig. 9(b), like the case of a two-
level system shown in Figs. 1(a) and 1(b), respectively.
Notice that, in the white noise limit with a rotating wave
approximation (RWA), LL coupling is responsible for
longitudinal (7) and transversal (7,) vibrational relaxations
in a two-level system, whereas SL coupling is for
T;'151,162,164)

The operators defined by eqgs. (5.17) and (5.26) are
respectively expressed in Wigner form as!®+16%

(a) LL coupling (b) SL coupling

Fig. 8. Schematic illustration of effects of (a) the linear-linear (LL) and
(b) the square-linear (SL) system—bath couplings on harmonic potential
system. The bold lines represent the unperturbed potential, while the
dashed lines represent the perturbed one. LL coupling swings the position
of the potential, whereas SL coupling shakes the potential surface.

(a) homogeneous case  (b) inhomogeneous case

Fig. 9. Schematic views of homogeneous (fast-modulation limit) and
inhomogeneous (slow-modulation limit) distributions of potential system
perturbed by SL system—bath interaction. The situations are analogous to
those in the cases shown in Fig. 1.

Bu = (Vi + Vag) (5.32)
W = 1 24 8])7 .
and
Oy = cy| (v, + V. )( + 2 8>+V2h2 L
w =Y 1 29\ P B8 op 43p8q’ .
where we set
=1 (5.34)
m

For a general form of the potential U(g) or the coupling
V(q), the integrating form of the commutator, which is
defined for any function A(g) by

i[fi(w(r)] 1/00 w ( LW, ;1)
— — = — — ;
h q’p h _0027[71 wip P.q pP.q:t),

(5.35)
with
o [T dgeain(PX N,
=2 [ son(5)a(s+3)-2(s-3)]
(5.36)

is convenient to carry out numerical calculations. The
quantal Liouvillian is then rewritten as'’”

N p 0
—La(p,)W(p,q:0) = ———W(p,q; 1)
m dq

1/00 W - g W, (53
nJ . 2 wp—PpP.q pP.q:1), .
and Uw(p, g) is defined by eq. (5.36) for the function U(g).

Thus, we can rewrite the hierarchy of equations in the
form!819-161-165)

9 .
—Wau(p.q:1) = —(La(p. @) + ny)Wa(p. q: 1)

ot
— OwWoii(p,q; )
+ nOwW,_1(p, g; 1), (5.38)
for n > 0 and
9 .
o Wnp.ait) = = (La(p» @) + Ny)Wn(p. ;1)
+ PwWy(p, g; 1)
+ NOwWy_i(p,q: 1), (5.39)
for (N + 1)y > m¢/B, wa, where
Pw=¢(Vi + V. )23< 2 a)
w = 1 2d) —\PT
ap B op
W VoV + V. 9
n Vo (Vi + Vaq) . (5.40)
4 op%dq

We set nOwW,_1(p, q;t) = 0 for n = 0. The above equation
is a generalization of the quantum Fokker-Planck (F-P)
equation for a nearly Markovian noise bath with a non-linear
system—bath interaction. Note that it is possible to keep the
density matrix in the coordinate representation and solve
the hierarchy of the equations of motion for p,(q,q¢’;?),
eqgs. (5.25) and (5.27). In such a case, the equations are
simple since the Liouvillian is a local operator in the
coordinate space. Nevertheless, the Wigner representation
has at least three advantages: First, it allows us to compare
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the quantum density matrix directly with its classical
counterpart. Second, using phase space distribution func-
tions, we can further impose the necessary boundary
conditions easily (e.g., periodic or open boundary condi-
tions), where particles can move in and out of the system.'””
These features are very difficult to include in the coordinate
representation. Third, it allows better usage of computer
memory, since the Wigner function W,(p,q) is a real
function and is localized more or less centered at p = 0 due
to the form of f‘w, whereas the density matrix element
on(q,¢') is a complex and nonlocalized function.

In the linear-linear coupling V(gq) = Viq, the present
equations of motion further reduce to'®!")

9 R
o Walpas) = —(La(p» @) + ny)Waulp, g 1)

0
+Vi—Wui(p,gq; 1)
ap

9
+ ny¢Vy <p + n —) Wo_i(p,q;t), (5.41)
B ap

and

3 R
o WP, q:0) = —(La(p. @) + Ny)Wy(p, q; 1)

+ PouWn(p, g; 1)

d
+ Ny¢Vy (P + - —> Wn-1(p,q; 1), (5.42)
B op

where
(5.43)

is the Ornstein—Ulenbeck operator.!”) In the white noise
limit, where the correlation time of the noise is very short,
y > w4, we may set the depth of hierarchy N to zero and
reduce it to the quantum F-P equation for the Gaussian-
white noise bath!3315%

9 . .
% Wo(p,q;t) = —La(p, ) Wo(p, q; 1) + LouWo(p, g; 1).
(5.44)

Besides the classical limit # — 0, however, this equation
can be applied to a high-temperature system only, since we
have assumed Bhy < 1.

The classical limit of all the equations of motion derived
in this subsection can be obtained by taking the limit # — 0.
This leads to the replacement of the Liouvillian by

. o aU(g) .
—La(p,)Wp, ;) =—| ——— —F— » W(p,q;1).

(5.45)

Since Bhy =0 is always satisfied, the validity of the
equation is not limited to a high-temperature regime in the
classical case. The classical limit of eq. (5.44) was first
developed by Kramers!” to study the influence of dissipa-
tion on chemical reaction rates.!”®

In this subsection, we present a quantum Fokker—Planck
equation for the nearly Markovian bath. The Wigner
representation can be employed in various Gaussian wave-
packets approximation.!7417% Other types of quantum F-P
equation for non-Gaussian media have been explored and
applied to nonlinear optical spectroscopy.!’”17®

Fig. 10. Double-sided Feynman diagram of density matrix with the three
lowest system—bath interactions given in eq. (5.46). (a)—(c) show the
elements of py(q,q’; ) for m = 1, 2, and 3, whereas (a’)—(c") show those
of pi(q,q’; 1), respectively. In each diagram, the left and right solid lines
represent the time evolution of the system, whereas the dashed lines
represent the bath excitations. The white and black circles correspond
to the system—bath interaction involved in ®(q,¢’; ') and ®(q,q’; 7).

5.4 Hierarchy elements and correlated initial condition

In §5.2, we introduce the hierarchy elements p,(q,q’; t)
and W,(p,q;t) to bypass the explicit treatment of inherent
memory effects. Here, we explore their physical meaning
in some detail. As can be seen from the expansion form of
eq. (5.16)

/ - 1 ! /
Flg.qin=>_ — {—/ dr ®(g,4;7)
\

m=0"""" i

T m
X |:/ dr e 7" 0(q,¢:7) + G(g;, qr T)]} )
1

(5.46)
the influence functional contains any (2")th order of system—
bath interactions. In the above equation, V(¢(t)) and V(¢'(7))
in ®(q, ¢'; ) create system excitation at t, whereas V(g(t'))
and V(¢'(7')) in ©(q,q’; T') demolish this system excitation
at 7; both are induced by system-bath interactions. The
elements of py(q,q’;t) for m =1, 2, and 3 in eq. (5.46) are
depicted in Figs. 10(a)-10(c), respectively. In eq. (5.24), the
term ®(q, ¢ )p1(q, q'; t) arises from the time derivative of the
influence functional. Since p;(g, ¢’;?) is defined by exclud-
ing ®(q,q), the orders of system-bath interactions in
01(g,q’;t) are one order lower than those in p0(q,q’;?),
as illustrated in Figs. 10(a’)-10(c’). Similarly, p,(g,q’;?)
involves n-order-lower interactions than py(q,q’; ). Thus,
one can think of eq. (5.25) [or eq. (5.38)] as a type of
rate law among the density matrix with three different
bath-excited states, 0,(g,q¢’;t) and p,+((g,q’;t); the time
evolution of p,(q,q’;t) is determined by its time evolution
operator [iL(g,q')/h + ny] and the incoming and outgoing
contributions of p,_1(q,q’;t) and p,11(q,q’;t) connected
through ©(q, ¢') and ®(q, q'), respectively.”) Therefore, the
present approach conceptually differs from conventional
perturbative expansion approaches,” where the Oth member
does not include any system—bath interactions and then
higher members take into account higher-order system—
bath interactions. In the present approach, po(q,q’;t) (or
Wo(p, q; 1)) includes all orders of system-bath interactions,
and it is the exact solution of the Hamiltonian eq. (5.1).
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Fig. 11. (a) Double-well potential and (b) Morse potential defined by

eqs. (5.48) and (5.52), respectively.

Either numerically or analytically, to solve the equations
of motion, we have to choose the initial condition. For the
F-P case, one may set a temporarily initial state to the
equilibrium state of the system itself as

Wo(p. g 1) = %e—ﬁﬂw’m, (5.47)
and W,(p,q;t;) =0 for n > 1, where Z = tr{exp[—BHa(p,
@)]}. Although this is not the equilibrium state of the total
system, since it neglects the quantum coherence (correlation)
between the system and the bath that arises from system—
bath interactions, such a correlation can be taken into
account by nonzero hierarchy elements, i.e., W,(p,q;t) #
0."” To set these elements, we integrate the equations of
motion from time t = ; < 0 to t = 0. If we choose |f;| to be
sufficiently large compared with the characteristic times of
the system, such as |f;| > 1/y and B/m¢, the Wigner
distribution function comes to the true equilibrium state
described by the full set of hierarchy W,(p, ¢;t = 0): We can
use this set of hierarchy as the true initial condition. Such
correlated initial condition has to be used to evaluate the
correlation functions such as eqs. (3.8), (3.12), and (3.13).
In Fig. 12, we depict the hierarchy elements of the
equilibrium distribution calculated using eqs. (5.38) and
(5.39) for the double-well potential system illustrated in
Fig. 11(a). Here, we consider the potential,
U(q) = E. <% 7+ Ae_“‘f2> — Eo, (5.48)
and the parameters are chosen to express the inversion
motion of NH3 as E. = 974cm™!, A = 17.1, « = 0.052, and
Ep = 15050cm™! for the dimensionless coordinate g.!””
The kinetic term is then expressed as wopd/dg, where the
characteristic frequency is given by wy = 80cm™'. The bath
parameters are chosen to be {VZ = 10cm™!, y = 100cm™!,
and N = 3. The temperature is set to be 7 = 800 K. Due to
the quantum effects, there is a distribution around the top of
barrier even at low temperatures. To set the correlated initial
condition, we must use all hierarchy elements W, (p, q;t) as
the initial state. Examples of calculating chemical reaction
rates are presented in refs. 18, 19, and 166.

5.5 Fokker—Planck equation approach to
multi-dimensional vibrational spectroscopy
As mentioned in §4.5, there are essential drawbacks in
applying the stochastic theory to vibrational spectroscopy. A

Fig. 12. Hierarchy elements of equilibrium Wigner distribution at
T = 800K for the double-well potential system depicted in Fig. 11(a).
The equilibrium elements W,(p, g) are obtained by numerically integrat-
ing the equations of motion (5.38) and (5.39) with N = 3 until the steady
state is reached. The element (a) Wy(p,q;t) corresponds to real
distribution functions, whereas (b) Wi(p,q;1), (c) Wa(p,q;t), and (d)
Ws(p,g;t) correspond to auxiliary functions. Due to the quantum
tunneling effect, there is some population around the barrier top even at
low temperatures where the thermal energy of the system is much lower
than the barrier height energy. Note that the dissipation terms, which are
missing in the stochastic theory, are essential to having an equilibrium
distribution at finite temperatures.

serious one is the lack of a dissipation term, which relates
with the fluctuation through the fluctuation—dissipation
theorem, that keeps the system in the thermal equilibrium
state at finite temperatures.”> Without the dissipation term,
either we employ the coordinate representation or the energy
state representation, the system heats up toward infinite
temperatures by stochastic fluctuation, which makes the
definition of vibrational motion meaningless. These draw-
backs may cause a problem particularly for the case of
two-dimensional (2D) vibrational spectroscopy, due to the
sensitivity of the 2D profile to system dynamics. Since the
vibrational motion of molecules is in principle defined by
the coordinates and since the temperature effects can be
included through the dissipation term, the F-P equation
presented in this section is suitable for clarifying the role of
thermal fluctuation in vibrational spectroscopy. From this
approach, the effects of anharmonicity as well as LL and
SL interactions were studied for the fifth- and seventh-order
2D Raman, and third-order 2D infrared (IR) processes,
respectively.?>131:161-160) Here  we briefly explain a way to
calculate the multibody correlation function and show the
wavepacket dynamics involved in the third-order 2D IR
response function. Then, we present 2D signals for harmonic
and Morse potential systems.

Following the same procedure illustrated in eq. (3.23)
and eqs. (4.32)—(4.37), we can rewrite the fifth-order Raman
and third-order IR response functions, i.e., eqs. (4.46) and
(4.47), as®

1 .
Rigtman(12:1) = = 5 e[ @G)[@* G (@ )]} (5.49)

and

3
RY(13,12,11)

— Ll [ G Gan(@ ). 550
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where & and i are the polarization and dipole operators,
respectively, and

GHA = exp(— %I—?t)AA exp(% ﬂt) = exp(— %I—?W)AA
(5.51)

is the Green’s function of the system-bath Hamiltonian
without the external force H for any operator A. The above
expressions allow us to employ the equations of motion to
calculate the response functions and give us an intuitive
picture of higher-order optical processes. Here, we illustrate
this point for the third-order IR response. The right-hand
side of eq. (5.50) can be read from the right to left as
follows: The total system is initially in the equilibrium state
0°4. The initial state is then modified by the first laser pulses
via the dipole operator as i(2*p°Y)/h at +=0 and is
propagated for time #; by G(t)). In the third-order IR
measurements, the system is excited by the second and third
dipole interactions expressed as i1* /h, respectively, sepa-
rated by the time propagator G(f;). After these excitations,
the system is further propagated for the time period 73 by
G(l3) and, finally, the expectation value of the dipole
moment at ¢ =t; +t, + t3 is obtained by calculating the
trace of [i.

Here, we express the time propagator by Green’s function
for the total system, but, in practice, we can trace over the
heat-bath part from eqs. (5.49) and (5.50), and can replace it
with the propagator for the reduced equation of motion.3%37
The sequence of modifying and propagating the density
matrix can be translated conveniently in the Wigner
representation, as illustrated in Fig. 13.2> In this way, the
hierarchy of the equations of motion, egs. (5.41) and (5.42),
was used to investigate the roles of LL+4SL interactions on
the fifth-order Raman and third-order IR signals for a
harmonic system.!61-165

It has turned out that multi-dimensional spectroscopies are
extremely sensitive to the anharmonicity of the potential and
system—bath coupling. For example, if the system is
harmonic and the polarizability or the dipole moment is
the linear function of molecular coordinate, the 2D signals
R an(t22 1) o ([[4(t12). 4(t)].41)  and R85, 12, 1)
([[[g(t123), 4(t12)], G(21)], 41) for t1o =t + 12 and to3 =t +
ty + t3 will vanish due to the Gaussian integrals involved in
the thermal average for the Raman case and the destructive
contribution of the coherence in optical Liouville paths for
the IR case.?>19D Thus, the nonlinear coordinate dependence
of the polarizability or dipole,?*!?® the anharmonicity of
potential, 2>13%133.140) and the nonlinear system-bath inter-
action'6!-199 a5 well as anharmonic mode coupling'34-136:143)
are essential to having the signal. Since the LL4-SL coupling
is a nonlinear interaction, 2D spectroscopies are ideal for
exploring these effects: We focus on the roles of dephasing
and relaxation induced by LL4SL coupling in optical
transition. Note that multi-dimensional spectroscopy can
detect dephasing and relaxation separately, since multiple
pulses can create sequences of the population state |n)(n| and
the coherent state |n)(n’| (n # n’) at different time periods,
where |n) and (n| are the vibrational energy states introduced
in §4.5.

A detailed analysis of LL+SL interactions for a harmonic
potential system has already been reported.'¢-1%> To

Fig. 13. The time evolution of the distribution function in the third-order
IR response function, eq. (5.50), is calculated in the Wigner space using
eqs. (5.38) and (5.39) for the potential depicted in Fig. 11(b). In
Fig. 13(a), the system is initially in the equilibrium state W*i(p, g). (b)
At t; = Ops, the system is excited by the first dipole interaction as
w1 - OW(p, q)/9q for the dipole moment w(q) = p1q. The perturbed
distribution function then evolves in time by G(tl). This evolution is
calculated from the equation of motion as (c¢) #;, = 0 and (d) r; = 0.2. (e)
At t; = 0.2, the system is excited by the second dipole interaction. This
time is set to be 1, = 0. (f) After the distribution function evolves in time,
(g) at 1, = 0.1, the system is again excited by the third dipole interaction.
This time is set to be 3 = 0. The distribution function then evolves in
time as (h) 3 =0.1 and (i) 3 = 0.2. Finally, the response function
RPR) (t3, 1y, t;) defined by eq. (5.50) is calculated from the expectation
value of the dipole moment, tr{i;q - Wo(p, ¢;1)}. The calculated results
followed by this procedure are shown in Figs. 14 and 15.

demonstrate the calculation, here we consider the case of
the Morse potential system defined by

U(g) = E.(1 — e ™), (5.52)

where E, and a are the dissociation energy and the curvature
of the potential, respectively [see Fig. 11(b)]. We employ
the dimensionless coordinate ¢ and the momentum p. The
polarizability and dipole moment are assumed to be a(q) =
«1q for 2D Raman and u(q) = p1q for 2D IR, respectively.
To carry out the calculation, we set «; = 1 and u; = 1. The
parameters of the potential are set to be E, = 3649 cm™! and
a = 0.6361 to have the fundamental frequency wy = 38.7
cm~! as in ref. 25. We chose the heat-bath parameters
as (i) and (iv) & = V?¢/(hwo) = 0.26 and Esp = heVi/
(4mw3) = 0, (ii) and (v) &L = 0.26 and &sp, = 0.01, and (iii)
and (vi) &1, = 0 and &g, = 0.1, respectively. Note that here
we chose the SL parameters to be positive for the positive
LL parameter, but the sign of the SL parameter also affects
the signals for the LL+SL case.'®!1%) The fifth-order
Raman signals and third-order IR signals are calculated for
the two sets of inverse correlation times y = wy and y =
0.1wg, at temperature 7 = 300K. We then numerically
integrate eqs. (5.38) and (5.39) for N = 10-40 following the
procedure depicted in Fig. 13. To illustrate the anharmonic
effects, we also plot the results for the harmonic potential
with the fundamental frequency wy = 38.7 cm™! and a(q) =
a1q + arq® with a; = 0.1 for the Raman signals and (g) =
p1q + paq* with iy = 0.1 for the IR signals, respectively.
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Fig. 14. Fifth-order 2D Raman signals Rga)man(tz, t) in (i)—(iii) fast-

modulation case y = wp and (iv)—(vi) slow-modulation case y = 0.1wy
for (a) Morse potential and (b) harmonic potential. (i) and (iv) show the
signals for LL coupling, whereas (ii) and (v), and (iii) and (vi) show the
signals for LL4-SL, and SL coupling, respectively. The contours in light
orange and blue represent positive and negative values, respectively. The
harmonic results are reproduced from refs. 161-165.

First, we discuss the fifth-order 2D signal I](Qman(tl, h) =
RS (1, ;) in the fast modulation case for the (a) Morse
oscillator system and (b) harmonic oscillator system.
Figures 14(i-a) and 14(i-b) show results for the LL coupling
case. These results are similar to those calculated using the
conventional quantum F-P equation,?'%¥ since egs. (5.41)
and (5.42) with the LL interaction reduces to eq. (5.44) in
the fast-modulation limit. The contribution such as
oe?(q(tu)q(tl)q) vanishes for the harmonic LL case due to
the Gaussian integral in (---). The dominant contributions
are therefore ot (q(tin)g*(11)q),  afan{g(tin)g(t)g?),
etc. in the harmonic case, whereas ot? (q(t12)q(t1)q),
a?(q(tl)q(tn)q), etc. in the Morse case, because the thermal
average in (- - -) leads to a nonGaussian integral in the latter
case due to the anharmonicity of potential. This is also true
for the SL case shown in Fig. 14(iii-a) and 14(iii-b), where
the leading order contribution is also oc%az in (iii-b), whereas
it is a? in (iii-a). The middle panels (ii-a) and (ii-b) in
Fig. 14 are for the SL+4LL coupling case. Since bath
coupling always operates on the system as the product
V(q(1))V(g(7")) as shown in eq. (5.46), where V(q) = Viq +
V2q? /2, the LL+SL coupling gives rise to cubic interactions
such as oc V1 V,q(1)g?(7') in the system. Thus, the dominant
contribution to the signal in the LL+4-SL case becomes on the
order of a?(q(tu)q(tl)q) even in the harmonic case.

The signals in Figs. 14(i-a), 14(ii-a), and 14(ii-b) are
similar and exhibit nodes along the (#; + 1) direction
indicating the interference of the coherences in the first
and second propagation times. This is because LL coupling
mainly contributes to population relaxation so that the
coherences decay slowly as long as SL coupling is weak.
Since the signal in Fig. 14(i-b) arises from the correlation
function on the order of a?ay, the profile is very different
from the others. For pure SL coupling cases in Fig. 14(iii),
due to the fast dephasing that arises from SL coupling, the
oscillatory behaviors of the signals almost vanished and we
only see a slowly decaying component along the #, axis for a
small #;. This is because, in 2D Raman experiments, a
population state |n)(n| is involved in one of the Liouville

path during the second propagation time #,,'*®1? and this
path will not decay in pure dephasing.!®!-162

Figures 14(iv)—14(vi) show results for a slow modulation
case. Effective system-bath coupling strength changes as a
function of y as y?/(y* + w?), as mentioned in ref. 19. The
slowly decaying components along the #, axis in some of the
figures indicate that the relaxation of population is slower
than the dephasing. Echolike peaks along the # =1
direction are also observed in Figs. 14(vi-a) and 14(vi-b).
As depicted in Fig. 9, the slow modulation limit of the SL
coupling case corresponds to that of the inhomogeneously
distributed oscillators case. The echolike peaks result from
the rephasing of the coherences in the first and second
propagation times as in the case of spin echo measure-
ment.'%? In the Morse case, since resonant frequencies
between the vibrational energy levels are all different,
dephasing and rephasing play a more significant role in such
a case than in the harmonic case. Hence, if the system—bath
coupling is the same, we observe more prominent echolike
peaks in the Morse case than in the harmonic case as shown
in Figs. 14(vi-a) and 14(vi-b). On the other hand, the
absence of an echolike component in the LL case [Fig.
14(iv-b)] clearly indicates that rephasing paths for the
response function on the order of o« are not the primary
contributor to the optical response.

We now present third-order 2D IR signals 11(13{)(1‘] ,h,13) =
R%%)(Q,tz,tl), for the (a) Morse and (b) harmonic systems.
The leading order contribution of signals for the harmonic
case with LL coupling is u?u3,2? indicating that two-
quantum transitions induced by g are involved in the
optical process, whereas the contributions of Morse,
LL+SL, and SL cases are M‘l‘ indicating only one-quantum
transitions induced by w;q play a role in these processes.
Since pig= 1Y ,(In+1){n| + In){n+1]), the main
contribution of Liouville paths involved in the signal for
wfi is well explained by Fig. 3. Figures 15(i) and 15(iv) are
for the LL coupling, whereas Figs. 15(ii) and 15(v), and
Figs. 15(iii) and 15(vi) are for the LL+SL coupling and
SL coupling, respectively.

In the fast modulation case, the signals shown in

(a) Morse (b) Harmonic
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PROQ e o o -
2hOB00 e © Ooo
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RO @@00o(
ol 500060
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2
11 r
O
B RO
0 T T T
0 1 2 0 1 2 3
ty [ps] 1y [ps]

Fig. 15. Third-order 2D IR signals RS (t3, 22,1,) with £, = 0, in (i)—(iii)
fast modulation case y = wy and (iv)—(vi) slow modulation case y =
0.1wy for (a) Morse potential and (b) harmonic potential. In each panel,
the parameters are chosen to be the same as those in Fig. 14. The
harmonic results are reproduced from refs. 161-165.
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Figs. 15(-a) and 15(ii-a) are very different from those
shown in Fig. 15(i-b), and rather resemble those shown in
Fig. 15(ii-b). The contribution of the signals in Figs. 15(i-a),
15(ii-a), and 15(iii—b) are from the correlation functions with
the order of ul, whereas the contribution of the signals
Fig. 15(i-b) is from that of u3u3. Since multi-dimensional
spectroscopy can monitor the coherence in optical transition,
we can clearly distinguish the order of correlation functions
from their profiles. Without the heat bath, the third-order
IR signal for a harmonic oscillator is evaluated as
u%u% sin(wot;) sin®(wpt3)**1%?) and there is no coherence
between the #; and #; directions. Qualitatively, the non-
linearity of the system—bath interaction plays a similar role
as the anharmonicity of potential in the fast modulation case.
The bottom panels in Fig. 15 are for the SL case. Since the
fast-modulation limit in the SL case corresponds to that in
the case of homogeneously distributed oscillators illustrated
in Fig. 9, we cannot observe the echo signal in the #; =13
direction in both the Morse and harmonic cases.

In the slow modulation cases, Figs. 15(iv)—15(vi), we
observe qualitative changes of the signals in the fast
modulation case. Echolike peaks caused by the rephasing
of the dipole element appear along #; = 3 for the Morse case
Figs. 15(@iv-a), 15(v-a), and 15(vi-a), and the harmonic case
Fig. 15(vi-b). We also observe many peaks parallel to #; =
t3 corresponding to the interference between the coherences
in t; and 3 periods. Such peaks also arise from the stochastic
model due to the factor expliwg(f; — #3)] involved in the
third-order response function. The absence of such echolike
peaks in Fig. 15(iv-b) indicates that the primary contribution
of the signal on the order of 3145 does not involve rephasing
paths. In the 15(vi-a) and 15(vi-b) panels, we also observe a
slowly decaying component along the t3 axis for #; less than
the dephasing time #; < 1 ps. These components are pre-
dicted from the inhomogeneously distributed oscillator
model.'%?)

In ref. 151, we compared third-order IR signals calculated
using the stochastic approach and the quantum F-P equation
approach. It was shown that, while the conditions Bhwg > 1
and y < wy are met, the signals from a stochastic three-level
model agree very well with the signals from a high-
frequency Morse potential model with LL+SL system—bath
interactions. This is because under such conditions, the
modulation is so slow that a relaxation does not play a major
role. In the present study, the slow modulation case shown in
Figs. 15@1v)-15(vi) corresponds to such situation and the
calculated signals exhibit similar features to those from the
stochastic model. In the fast modulation case [Figs. 15(1)-
15@ii)], there are differences between the present results
and stochastic ones.

5.6 Quantum master equation for nearly Markovian noise
bath
To compare the present formula to the stochastic Liouville
equation, we also consider the Hamiltonian expressed in the
energy eigenstate representation as'8?

H=H@"a)+V@a)) e

—G—Z ﬁ—?—i-lma)zxz
2m; 2 7

(5.53)

where FIA(&+,&’) is the Hamiltonian of system A and
V(a*t,a”) is the system part of the interaction both
introduced in eq. (2.32). Note that if 4" and 4~ respectively
represent the creation and annihilation operators of spin
states, the above Hamiltonian is called the spin-Boson
Hamiltonian,'8? which has been studied from various
approaches. 827189 We assume a high-temperature bath with
the distribution eq. (5.11). Then, eq. (5.13) is approximated
as L,(t) ~ nyexp[—y|t|]1/B. First let us consider the factor-
ized initial condition

ﬁmt(m:m(mexp[ ﬁZ(—+ mjo xz)} (5.54)

where p(t;) is the initial density matrix of A. As shown in
§2.3, the reduced density matrix element is expressed in the
coherent state representation of path integrals. In this case,
we have!>17)

p(¢', ¢ 0 = / D[¢' (D¢(v)] / DI¢" ()¢ (D10, (¢]. )

x exp{%sA[qﬂqs; t]}F({¢};t) exp{— %S}W",w;t]},
(5.55)

where {¢, ¢’} and their conjugate {¢', ¢’} denote complex
variables for Boson and Grassman variables for Fermion for
the operators 4~ and 4™, respectively, and SA[q)T, ¢; t] is the
action for the Hamiltonian ﬁA(&+,d_). The influence func-
tional is expressed as

N2 .
F({¢>};l)=exp|:(— %) de/ dr e~ 7=1)

(5.56)
x V*({¢}: 1O ({¢}; t/)]-

Here, we write ({¢}) = (¢, ¢, ¢ ", ¢') and

VX({gh ) = V(¢'(1), p(1)) — V(¢/(f),¢’1—(f)),

Vool ) = V(6'(0), (D) + V(¢ (0. ¢ (1),  (5.57)
and

" ihny2 .
Oo({#}; 1) = oV ({9} D) — — Vel 1) (5.58)

with ¢y = ny/B, where V(¢', $) is the coherent representa-
tion of the operator V(a*,a").
If we introduce the element

o' #i) = [ DI6 09N [ DI @)
x pk((ﬁl#)[—;l/ do’ eﬂ”’)@o(w};r/)}
x exp{% Salg", 51 }F({¢}; "
i Tt 4.
xexp{—hSA[qb ,¢,t]}, (5.59)
we can construct the equations of motion for the density

operator p,(f) = N2 [[dp’ dp [ dg¢'™ dg/'|#) pu(@T, ¢'; (9|

as
a 0 ( ) : A n ( ) tl 7> b ( )
pn 1 IiA y pn 1 [ pn+l 1

in .
iy O pn—1(), (5.60)
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where we set in@of),,_l(t)/h =0forn=0.For (N+ 1)y >
n/B and wy, where wy is the characteristic frequency of the
system, the terminator is given by

0 1. 1 ..
—pn) = —-H + Ny |pny@®) — —5 VO pn(t
8t,ON() <h A T V>,0N() e 0PN (1)

N .
7 Oopn-1(1).

&= (v — 1P o),
B 2

and we denote A°p=Ap+ pA for any operator A. If we
introduce the dimensionless parameter A% = ny/f and
rescale V — V/A and p,(t) — A" p,(t), we have'>

(5.61)

Here,

(5.62)

I i R i
&pn(t) = _<HA +n)/>,0n(f)— %V pn+1(t)

h
in (.  Bhy

—— |V =i—=V)p,_1(®). 5.63
h( 1= )p 1(1) (5.63)

The terminator can also be rewritten accordingly. Compared
with the stochastic Liouville equation, the above equation
has the temperature correction term —iphyV°/2. This term
can be regarded as the reaction of the bath to the system and
leads the system to the thermal equilibrium state. If the bath
temperature is infinity, this term can be neglected. In the F—P
equation with the LL interaction eq. (5.41), this term
corresponds to p in (p + m/B - 3/dp).

The hierarchy of equations in the energy state representa-
tion with the temperature correction term has been used to
analyze resonant optical spectroscopy!>!'® and electron
transfer processes.'®> To illustrate the temperature effects,
we study the relaxation of a spin randomly modulated by a
local random field under a weak external field. We calculate
a free induction decay signal defined by the spin expectation
value (S,(f)) with the initial configuration S,(0) = 1. As
explained in §4.1, if the external field is zero, the situation
corresponds to the zero field NMR or ©£SR measurements.
To compare the former result obtained from eq. (4.3)
by Kubo and Toyabe*" and others,'>*#449) we employ
eq. (5.63) and its terminator instead of eqs. (5.60) and
(5.61). The procedure for calculating the signals is similar to
that in the case discussed in §4.1 except for the existence of
the temperature correction term. We set the amplitude of the
three-dimensional random fieldby A, = Ay, = A, = A = 1.
Then, we calculate the signals for three sets of the inverse
correlation of noise y = 0.01, 0.1, and 1.0, where y, = y, =
y, = y. In Fig. 16, we plot (S,(¢)) with and without the
temperature correction term set by phy/2=0.2 and
Bhy/2 =0, respectively. The dashed lines correspond to
the case discussed by Kubo and Toyabe and, when y tends to
zero, the line approaches the profile of the Kubo-Toyabe
function that approaches 1/3 at a long time. As the figure
shows, the population increases if we add the temperature
correction terms. Since the stochastic limit corresponds § —
0 in eq. (5.63), the term seems to suppress the population
when the temperature becomes higher. This happens,
however, because we renormalize the coupling constant as
A? =ny/B. If we fix n instead of A, the temperature
dependence becomes opposite as we usually expect.

Fig. 16. The expectation value of a spin in the z direction (S,(#)) is plotted
at different y values. The solid lines are calculated from eq. (5.63) with
phy/2 = 0.2; the dashed lines with Bhy/2 = 0 correspond to the case of
the stochastic Liouville equation [i.e., the case from eqs. (2.41)—(2.43)]
with eq. (2.62). In each set of lines, from top to bottom, the modulation
rates are y = 0.01, 0.1, and 1, respectively.

5.7 Positivity condition, low-temperature correction terms
and nonMarkovian noise

In a reduced equation of motion approaches, such as the
quantum master equation approach® and Redfield equation
approach, 89 the time evolution operators have to satisfy the
positivity condition that, if all the diagonalized elements of
the reduced density matrix p;;(0) are positive, then the all
elements of p;;(f) are also positive for all # > 0.8"-189 It has
been shown that for the linear-linear system—bath interac-
tion, the quantum master equation and Redfield equation do
not satisfy the indispensable positivity condition.!**19D
Careful discussions have been made on this issue.!*>!1%9
Typically, one modifies an interaction in the rotating wave
approximation (RWA) form to preserve positivity,*:19419%
although this may differ the dynamics of original Hamil-
tonian. To derive the hierarchy of equations, we employed
the Ohmic distribution with the Lorentzian cutoff, J(w) =
hny*w/m(y> + w?), and the high temperature assumption
Bhy < 1. As long as we keep the condition Bhy <« 1, our
formalism does not violate the positivity condition without
RWA (see also §6.3). Although the high-temperature
condition retains its validity in many systems, there are still
cases where the condition does not apply. In principle, it is
possible to lift this condition and generalize it for the lower-
temperature regime by extending the hierarchy of equations
to include temperature correction terms.!”!°® These formu-
lations are, however, somewhat cumbersome for systems
with large degrees of freedom, since the elements at every
hierarchy are related to each other in a rather complex
manner and their number rapidly increases as temperature
decreases, besides the case of a weak system—bath inter-
action where one can bypass to construct the hierarchy.!®”
Following ref. 167, here, we present a simpler formulation
to deal with low-temperature correction terms, although it
requires more intensive calculations than the quantum
Fokker—Planck or master equation for a nearly Markovian
noise bath.

When the Hamiltonian eq. (5.53) with the distribution
eq. (5.11) is considered, the function L,(¢) is then given by
eq. (5.13). If we choose K so as to satisfy vg = 27K/
(Bh) > wp, where wy is the characteristic frequency of the
system, the factor e "I in eq. (5.13) can be replaced by
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Dirac’s delta function as
we M~ 80 (k= K+1). (5.64)

Therefore, L,(¢) is expressed as

i@ B3 1) = / D[ (D¢(v)] / D[¢/T(T)¢/(T)JPA(¢T,¢§){

k=K+1 V¥

K
L) = coe "M + Z cre 4 5 (5.65)
k=1

We then generalize the hierarchy elements eq. (5.59) as'7-167

. t n
—% / dv’ e‘V“‘T')@o(W};r’)}
ti

K i t , Jk
x H{— - / dr e O ((g): r’)}
k=1 li

for the nonnegative integers n, ji, ...

For the operator p, j, ...

where

i i Al /
x exp{EsAW,qb; t]}F({¢};t) exp{— Sile"¢ n]}, (5.66)
,jx- Here, ®y({¢}; 7) is given by eq. (5.58) with eq. (5.14), and we introduce
O.({¢}; 1) = .V ({}; D). (5.67)
() we can construct the hierarchy of equations as
I i K (. | N o
gy P ® = = BT oy ) ek = s VIO ) o Bo i)
i ~ K
7 VX Pt 1) () + Z PGt D ()
k=1
in . . K i A
Y O0Pn—1).j1...jx () — Z r Ok Pn,....ji—1,.jx (D5 (5.68)
k=1
h 4y w?
J(w) =~ Ll (5.71)

A n B A

o=—7|1— —c0>VXVX. (5.69)
pi’ < 2

If ny+ Zle JrVe 1s sufficiently large compared with the

characteristic frequency of the system, then we have

IR
Epn,jl ..... ][((t)

. K (5.70)
N oA I o A A\
~ —(£HA _,;WV ®k+ro)pn,,-, ..... i),

which works as the terminator for the hierarchy eq. (5.68). It
is important to emphasize that the present formulation does
not rely on Markov approximation, a high-temperature
assumption, perturbative approximation, and rotating wave
approximation (RWA). The conventional quantum master
equations or Bloch equation without RWA cannot be applied
in low-temperature systems, where quantum effects play a
major role. Generalized quantum master equations can
handle a colored-noise bath, but can treat only weak system—
bath couplings. The present nonperturbative approach allows
us to treat the strong system—bath interaction. Best of all, our
formulation fits numerical calculations as demonstrated in
refs. 167 and 151. By performing the Wigner transforma-
tion, we can easily obtain the quantum Fokker—Planck
equation for a low-temperature system.

We have extended the hierarchy to include the low-
temperature correction terms. It is also possible to study
nonOhmic (nonMarkovian) distribution functions by extend-
ing the hierarchy. For example, a displaced harmonic
oscillators system coupled to a white-noise bath can be
studied by the spin-Boson Hamiltonian with the nonOhmic
spectral distribution function'®

T (? — ) + 4y20?’
where wy is the oscillator frequency and y is the coupling
strength between the displaced harmonic oscillators system
and the bath. The parameter n is a function of the
displacement of the oscillators. Since the spectral density
has two poles, —y £ i, where 6§ = ,/a)% — 32, both L;(¢) and
Ly(t) are expressed as linear functions of e"7+¥" and
e~ for a high-temperature case. Then, the hierarchy for
spin-Boson system is constructed as>”

a o l A L .
Epnm(t) - |:h HA + (I’l + m))/ l(n m)8:|pnm(t)

i .
~3 VX[ Dins1ym(®) + Primay (D]

in . im .
- O_ P ym(t) — s O Puon—y(®)  (5.72)

and

(5.73)

=B\ s 28

Equation (5.72) can be used to describe the dynamics of the
electronic excitation of a molecule coupled with the heat
bath through a molecular vibrational mode with a frequency
wp. We could reduce the molecular degrees of freedom
because the oscillators modes are harmonic. If the modes are
not harmonic, one has to consider molecular coordinates
explicitly as will be discussed in the next subsection.

. S+iy . Hwg s
@ _773/( IVVX:I:ﬁ wOVo).

5.8 Multi-state quantum Fokker—Planck equation

Thus far, we have separately discussed two types of
dynamics employing distinct approaches; one is a vibra-
tional coordinate system discussed from the quantum F-P
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equation approach and another is a discrete energy-level
system discussed from the quantum master equation ap-
proach. In many physical processes, however, vibrational
motions and electronic excitation states are coupled and play
important roles at the same time. Examples involve the
electronically resonant laser excitations and nonadiabatic
transitions briefly mentioned in §4.4.7%183199.2000 Equations
in phase space have been formulated to treat such prob-
lems, 201-206)

Here, we present the multi-state quantum Fokker—Planck
equation, which can be applied to both optical and non-
adiabatic transition problems taking into account the noise
correlation and temperature effects. We consider the
Hamiltonian expressed as

N

2
A0 = 2+ 37 1) U@ k).
ik

o (5.74)

Here, ¢ is the nuclear coordinate strongly coupled to the
electronic state and p is its conjugate momentum. The
diagonal element U;;(§;?) is the potential surface of the jth
electronic state, and the off-diagonal element Uj(g; 1) with
Jj # k represents the diabatic coupling between the jth and
kth states.

The density matrix element for eq.(5.74) is then

—{La(p.: OW(p. ;1))

p 0 lfdp/
=22 wypan+ | 523 X -

Thus, for the coordinate system coupled to the electronic
states, the hierarchy of equations of motion (5.38) can be
cast in matrix form as'>”
d .
o Walp.a:n) = —(La(p. ¢: ) + ny)W,(p,q; 1)

— OwW,1(p,q; ) + nOWW,_i(p,q; 1), (5.80)

where the scalar operator ny and the operators ®y and Ow
operate for all the elements Wy (p,q;t). The terminator
eq. (5.39) can also be expressed in matrix form accordingly.
Note that the present equations hold even if Uj(q) is time-
dependent, as is the case of optical spectroscopy.

The wavepacket dynamics of nonadiabatic transition and
optical responses for a system of displaced oscillators has
been studied by numerically integrating the multi-state
quantum F-P equation.?” Here, we review the results for
the system of displaced Morse oscillators coupled to a nearly
Markovian noise bath."*1%9 As in §5.5, we employ the
dimensionless coordinate ¢ and momentum p. As illustrated
in Fig. 17, we consider a system of the three levels |g), |e),
and |¢’) with their potentials respectively defined by

Uge(q) = E.(1 — e*a(qfdl))Z’
Ueelq) = E"(l - e—a(q—dg))z + ha)ge,
Ue/e’(q) = Ece_Za’(q—dz) + hwge. (5.8])

Here, a and E, are defined in eq. (5.52) and are set to be
E,=3649cm™! and a = 0.636 to have the fundamental
frequency wo = 38.7cm™!. The constants d; and d, repre-
sent the displacement of the potentials and are set to d; =

P OWukp ) + X (0 — P s OWin(D s 4 t)].

expanded in the electronic basis set as?0?

Pl qs0 =) |pulq. s DK, (5.75)
Jo.k

where pjx(q,q';t) is the jk element of the density matrix
element expressed in the coordinate space. Alternatively, we
can switch the notation to the Wigner representation

W(p, i) = — /oodxi’”/” g+l
w(pyqgit) = — e ilg—=.q+=5t).
L A w5 P\~ 5475

(5.76)

We denote the Wigner functions for different electronic
states in matrix form as W(p, ¢; 1) = {Wj(p, ¢; 1)}. Likewise,
the transition operator is written in Wigner representation
form as

00
Xij(p,q;0) =1 / dxelpx/hUi,-(q - )—z‘;z), (5.77)
—0oQ

and
00 . X
X;rj(p, git) = —i/ dxelpx/hUij <q + E; t). (5.78)
—00

The quantum Liouvillian can also be expressed in matrix
form as?0?

(5.79)

40.6 and d, = 43.6. The profile of the anti-bonding state is
specified by a’; here, we choose @' = 0.636. The diabatic
coupling between |e) and |¢’) is expressed as

Ueo(q) = A4, (5.82)

where we set A =300cm~!, « =1, and d3 = 51.7. The
transition between the state g and e is assumed to be induced
by laser interactions. Although we can use any profile and
intensity of laser in our approach, we employ an impulsive
laser pulse that creates a wavepacket in |e) with the shape of

q

Fig. 17. Potential surfaces of displaced Morse oscillators system with
anti-bonding (predissociation) state. The resonant frequency between |g)
and |e) or |¢') is expressed by w,.. We assume that laser excitation creates
a wavepacket with the same shape as that observed in the ground
equilibrium state.
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(@) t=0.0
le>

(b) t=0.2

(c)t=0.4

(d) t= 0.6
B

(e) t=10.8

Fig. 18. Time evolution of W,.(p, g;t) and W, (p, g; t) for weak damping
case. In each panel, the upper one is for |e) (bonding state), whereas the
lower one is for |¢/) (anti-bonding state). At time (a) ¢ = Ops, the
wavepacket with the shape the same as that in the ground equilibrium
state is created by the pump pulse. Then, the wavepacket rotates
clockwise in phase space and reached a curve crossing point at time (b)
t = 0.2 and passes the point (about g = 50) at (c) t = 0.4. The ¢’ state
population suddenly increases when the e state wavepacket passes the
crossing point. Although the wavepacket in |e) exhibits oscillatory
motion, the transferred wavepacket in |¢’) moves to the positive direction
and then goes out from the edge of the potential at (d) t = 0.6 and (e) 0.8.
In the second period of such motion in the e state, the wavepacket
transfers to |¢’) again when it reaches the crossing point at (f) # = 1.0.
Because of the dissipation, the wavepacket in |e) gradually loses its
kinetic energy and approaches the steady state centered at the bottom of
the e state potential. The above results are reproduced from the theory
developed in ref. 159.

the ground equilibrium state following the Frank—Condon
principle. By numerically integrating the multi-state quan-
tum F-P equation for the Gaussian—-Markovian noise with
the LL interaction, we calculated the wavepackets dynamics
and linear and nonlinear signals. (See detail in refs. 159 and
160.) Here, we show the results for the weak coupling case
¢V =0.16cm™! and y = 4.8 cm™~! when the temperature is
set to be T = 300K, which satisfies the condition Bhy =
0.023 « 1.

In Fig. 18, we present the time-evolution of W,.(p,q;1)
and W,.(p,q;t). The pump-—probe signals defined by
eqs. (4.34)—(4.37) are then calculated from the procedure
explained in refs. 159. Figure 19 shows the signals for
displaced Morse oscillators system (a) without and (b) with
diabatic coupling. Without diabatic coupling, the system is
essentially a two-level system. If the displacement is small,
the excited wavepacket moves around the bottom of the
excited potential and exhibits a harmonic motion.”®2%) Since
the displacement is not small in this case, the excited
wavepacket has a large kinetic energy and the anharmonicity
plays a role of dispersion. In Figs. 19(a) and 19(b), the
height of each peak changes periodically at a period of about
800 fs corresponding to that observed in the coherent motion

0
o
A .

& el
o)/
<o ’ ,/%,I{'/{{{/{{//Z//g//;/// F&
ey “ ~
fc-,;, ,

200

Fig. 19. Impulsive pump-probe spectra between |g) and |e). The probe
spectra are plotted as a function of the pulse duration between the pump
and the probe denoted by z. (a) shows results in the case without anti-
bonding state, whereas (b) those in the case with the anti-bonding state.
The peak at —380cm™! and 7 = 1.4 ps in (b) is noticeably smaller than
that in (a) owing to predissociation. The above results are reproduced
from the theory developed in ref. 159.

of the wavepacket in |e) created by the pump pulse. The
small peaks in the figures correspond to vibronic bands. The
envelope of those small peaks reflects the shape of the
excited wavepacket which also shows oscillatory motion.
Since the resonant frequency between |g) and |e) (dw =
Uce(q) — Uge(q) — weg) is not a linear function of ¢, the
shape of the envelope as a function of dw is quite different
from the original shape of the wavepacket. For instance, éw
is a rapidly decreasing function of g in the range of g < 50,
but it gradually increases for g > 50 after reaching its
minimum (§w = —380cm™! for d = 3) at g = 50.

Thus, if the wavepacket is in the area of g < 50, the
envelope reflecting the wavepacket motion is broadened and
moves quickly, but if the wavepacket is at g > 50, the
envelope becomes sharp and moves slowly compared with
its actual shape and speed. Figure 19(b) shows the signal
with diabatic transition. Compared with the peak at —380
cm~! and 7 = 1.4ps in Fig. 19(a), the peak at the same
position in Fig. 19(b) is noticeably small. This is because the
population in |e) decreased after passing the crossing point
owing to predissociation.

6. Fokker—Planck Equation and Master Equation with
Langevin Force

6.1 Generalized Langevin equation

The stochastic Liouville equation (2.37) explicitly con-
tains the random variable, and the time evolution of density
matrix elements is stochastic in nature. On the other hand,
the hierarchy of equations, eqgs. (2.41)—(2.43), derived from
the stochastic Liouville equation is ensemble-averaged and
the trajectory of the density matrix element is uniquely
determined by the equations of motion. The relation between
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the stochastic Liouville equation and the hierarchy of
equations is somewhat similar to the relation between the
classical Langevin equation,'¥

dU(q)

mg +még+ ——+ R(t) =0,

i 6.1)

with

(RM) =0, (R(OR(0)) = %S(I), (6.2)
and the classical Fokker—Planck equation, eq. (5.44) with
eqgs. (5.43) and (5.45). The differences between the two
descriptions are that the classical Langevin equation de-
scribes the trajectory of a particle, whereas the stochastic
Liouville equation describes the trajectory of the density
matrix element. The Langevin force, i.e., the noise in
eq. (6.1), is determined by the associated equation eq. (6.2),
whereas the stochastic Liouville equation involves the time

evolution operator of noise (Markov operator) in the
equation of motion. Furthermore, the Langevin equation
has a damping term, the second term on the left-hand side of
eq. (6.1), which guarantees the system to be in the thermal
equilibrium state at the inverse temperature f. Since the
hierarchy of egs. (5.41) and (5.60) with their terminators
derived in §5 assures the thermal equilibrium state and such
equations have a similar form to the stochastic Liouville
equation (2.43), we may expect to reduce a Langevin-like
stochastic equation from the Hamiltonian eq. (5.1) or
eq. (5.53) with the spectral distribution eq. (5.11) that
involves the damping term in addition to the random
variable.

For this purpose, let us consider the auxiliary variable
Q(r) for the density matrix elements egs. (5.3) and (5.5).

Then we rewrite the reduced density matrix elements
25207:208)

- _ 0=, _
g d 1) = / aQ, f a9, / ) / Dlg(x)] / DI¢/()] / dg, / dq!
Q(11)=8;

x p(qi» 4))0cs(qs ' 15 @i §))PLQAT)IPeq(Q2:)

X eXp{% Salg: 1] }F(q, q. Q1)) CXP{ - %SA lq's t]}, (6.3)
where Peq(fzi) is given by eq. (2.21) and the influence functional eq. (5.5) is now expressed as
F(q.q,Q1);1) = exp|:(— %)2/; dtV*(¢q.q; 1) 8% lt dr'iLi(t — T)V°(q,¢; 7)) — %/tl drV*(q,q; r)S_Z(r):|, 6.4)
with Q(t) given by
Q(r) = - % f, “ar Ly(t — )[V(q(t)) = V(¢())]. (6.5)
and P[Q(7)] is the Gaussian functional defined by
P[Q(1)] = C! exp[— % /t t dr /, t d' Ly (r — r’)s'z(r)s'z(r/)], (6.6)
where C is the normalization constant. We introduced L; (1) t(; satisfy
/ dt Ly (t — DLyt — 7)) = 8(r — 7)), (6.7)
and therefore
Lyt = iz / ” dow 1tanh('3hw> cos wf. (6.8)
72 Jo J(w) 2

The function S_Z(r) was originally the function of ¢(¢) and ¢'(¢), but by introducing the probability functional P[S_Z(t)], we can
regard Q(t) as being independent of ¢(r) and ¢'(f): The transformation is similar to the Hubbard-Stratonovich
transformation.?*®?!% The first two moments for the above probability functional are given by

Q@) =0, (LU= La(x =7, (6.9)
where, for any functional AQE) t>Tt>1),
_ _ - 0=,  _ _ _ _
(A(Q(t))) = fde/dQ,-/_ _ D[Q(T)IA(QU(1))P[(T)]Peq(£2)). (6.10)
Q(1)=;

We first show that the function Q(r) plays the same role as the Langevin force in eq. (6.1). Consider a system in the
coordinate representation defined by eq. (5.2) and the interaction V(q) = V1q. We respectively introduce the center and
relative coordinate r(¢) = (g(t) + ¢'(1))/2 and x(¢) = ¢(t) — ¢'(¢). The initial correlation pcs(q, q', t; gi» q;) = pPcs(X, 1, t;x;,17)
is now a functional of r(¢) and x(¢). Here, we assume the form exp{im j;t dt’' x(TH[C1(T)r(t;) — iCr())x(t;)]/h}, where Ci(t)
and C,(7) are some functions for the system and bath parameters. Their explicit forms were given for the harmonic Brownian
system.'® Thus, we rewrite the density matrix element for the given function R(t) = Q(1)V, as
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plx, r,R(1); 1) = /D[x(r)] /D[r(t)] /dxifdr,- p(xi, 1y) exp[% X(x, r,R(7), t)], (6.11)

where the influence phase is given by

! o x(T) x(7)
X(x,r,R(1), 1) = f dr|:mx(r)r(1:) — U(r(r) + T) + U(r(r) — T)
8 T
— 2mx(7) 5/ dv' ¢(r — (7)) — (R(7) + FCI(‘L'))X(‘L’)]. (6.12)
Here, we define viscosity as l
Vi
{0 =—Li, (6.13)
mh

and the effect of the initial correlation between the system and the bath as
Fei(t) = —m[C(D)r(t;) — iCo(D)x(1)]. (6.14)

We integrate by part in the first term of eq. (6.12). Then we expand the potential by x and replace that derivative from d/dx to
d/dr. Since the classical path of r(¢) is the minimal path of the phase for any x(¢) that satisfies §X(x, r, R, 1)/ dx(t) = 0, we
have

r(t) + 2 0 td (¢ )()—l—1 d U( (t)+x(t)>+U< (1) x(t)) + Fa(®)+R(@) =0 (6.15)
mr m&/t’ T;‘ — )T EF([)[ r 7 r _7} CI - Y- .
In the classical limit, we may set x(f) — 0 and approximate it as
dU(r()

dr(z)

mi(t) + 2m %f dr¢(t — oir(r) + + Fai(®) +R(@) =0, (6.16)

where R(?) is determined to satisfy eq. (6.9) with L,(f) — Ly(t) = V]2L2(t). Since R(t) plays the same role as a random force
in the classical Langevin equation, we shall call it Langevin force.?”2%®) For a white noise case, we have

() = 200 L0 =250 (6.17)
and eq. (6.16) reduces to the Langevin equation (6.1).

6.2 Fokker—Planck equation with Langevin force

We now derive a Langevin-like equation of motion for a density matrix element for a given random function, (7). We
denote p(q, ¢/, Q) 1) — p(q,q; Q; 7). For an Ohmic spectral distribution with a Lorentzian cutoff, eq. (5.11), Li(t) and Ly (1)
are calculated in terms of exponential functions as eqgs. (5.12) and (5.13), respectively. The density matrix element is then
expressed as

_ , i - i
0(q,q's 2 1) = /D[q(t)] /D[q/(t)] /dqi/dqﬁ 0(qi> q;) GXP{ﬁSA[q;t]}F(q, q.Q(v); 1) CXP{— %SA[Q/U]}, (6.18)
where we set pcs(q,q',t; gi,q;) = 1 as discussed in §5.1. The influence functional is written as

F(q.q, Q)0 = ew{—f dr Q(q(r),q’(r))[/ de' e "0/ (q, ¢ T) + Q1) + Glgi, 4; f)“. (6.19)

t

Here, ®(q,q’) and G(qg;, ¢;; T) are given by eqgs. (5.17) and (5.19), respectively, and

0'(q.4:7) = % [V (¢(0)d() + V(¢ (@)d @], (6.20)

where V'(q) = dV(q)/dq for any function V(g). The time differentiation of p(q, q’; Q1) is evaluated by a similar procedure
described in §5.2. In the present case, the auxiliary function eq. (5.23) is replaced by

pula s 1) = / Dlg(®)] f DI¢/(¥)] f dg; / dq) p(q,»,qb[ f dr eV<"”@/(q,q’;r’wG(q,»,q;;r)}

X eXp{;l Salg; 1] }F(q, q. Q1)1 eXP{ - %SA[Q/; t]}. 6.21)

We express pn(q, q’;S_Z;t) in the Wigner representation as W,(p, q;S_Z;t). Then, for V = Vig + V2¢?/2, the equations of
motion for the nth member of hierarchy are evaluated as

9 _ . - . - . _ N ;
% Wa(p, q; 1) = —{La(p, @) + ny + QUO)Pw | Wulp, q: 2 1) — DwWori(p, q; Q1) + nOG W1 (p. ¢: 2:1),  (6.22)
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where

h2 2
1% V. _
EV{ p+ z(qp+ n Bpaq)}

(6.23)

and we set nW,_1(p,q; Q;1) =0 for n =0, and dw and La(p, q) are defined by egs. (5.32) and (5.37), respectively. The

terminator is given by

9 _
— Wn(p,q; ;1) =
o ~(p.q )

where
HeVa(Vy+ Vag) &
4 ap2dq
(6.25)

Equations (6.22) and (6.24) are quantum Fokker—Planck
equations with the Langevin force; they can be used to study
the quantum dynamics of a system even at low temperatures.
The distribution function Wy(p,q;¢) is obtained from
Wo(p, q; Q; 1) by averaging over S_Z(r) as

Wo(p, q;1) = (Wo(p, ¢: 23 1)),

where (---) is defined by eq. (6.10). In practice, by
generating () in such a way that it satisfies eq. (6.9) and
by solving the equations of motion for W,(p, g; Q; 1), we can
evaluate Wy(p,q;1) by summing over Wy(p,q; Q:1) for
different sets of €2(t) values without calculating P[Q(t)]

In the fast modulation limit y > w,, we can set N =0
and eq. (6.24) is reduced to

. 9
[, = o(Vy + Vag)> —
w = (Vi + Vaq) app+

(6.26)

—{La(p. @) + QOPw | Wo(p. 4: 21 1)
+ Dl Wolp, ¢; 1), (6.27)

which agrees with the result obtained by Stockburger et al.
for V5 = 0.2!-213 In the high-temperature white-noise limit
y > wy and Bhy < 1, eq. (6.6) is reduced to

) _
— Wo(p,q; 2;1t) =
% o(p.q )

P[Q(1)] = C! exp[—% / [ dr 8_22(1)]. (6.28)

Then, from eq. (6.26), we have the quantum Fokker—Planck
equation for the white-noise bath, eq. (5.44). Alternatively,
one can also express the equations of motion to generalize
egs. (5.38) and (5.39). If we rewrite Ly(¢) in eq. (5.13) as

Ly(t) = my¢cye " + L), (6.29)
where we set ¢ = co/my¢ and L)(t) = Ly(t) — my¢che "M,
then

8W( Q1)
at le»q» 9

= —{La(p. @) + ny + QOPw | Wa(p, q: Q1)
— dw W1 (p, q; s 0) + nOWW,_1(p, ;3 1), (6.30)

where

4 09pa

The terminator can also be defined in a similar manner.
Here, Q'(¢) satisfies

a) Vo2 92

@{,V = ;y{(vl + qu)(p + c;% + ——} (6.31)

—{La(p. @) + Ny + Q()®w } Wy (p. q; ;1)

+ Dy Wh(p, ; ;1) + NOGWy_1(p, q; 23 1),

(6.24)

(Q@m)=0, (QOQ)

The term S_Z’(t) works as the low-temperature correction
factor for the Fokker—Planck equation.

Contrary to the equations of motion presented in §5.3,
both eqs. (6.22) and (6.30) with their terminators are not
limited by temperature for any y. The implementation of a
random force defined by eq. (6.9) or (6.32) in the computer
program is not easy, since L5 (¢) which is numerically defined
by fo drQ'(t + HY(1)/T often becomes negative for a
certain range of #’s as depicted in Fig. 7. An example of
the numerical calculation for a spin system will be presented
in §6.4.

=Lt—1). (6.32)

6.3 Energy state representation of Fokker—Planck
equation with Langevin force
In §6.2, we consider the Fokker—Planck equation in

coordinate space. It is instructive to write the same equation
using the single-mode harmonic (Boson) creation and
annihilation operators @~ and 4t. For later convenience,
we introduce d, =4~ +a", and 4, =i(G" —a'). The
Hamiltonian of the system is assumed to be given by

N 1 _

Hi@t) = 5hwo(aﬂi a—aty+ F(@). (6.33)
Here, F (t) is a function of § = ga, and is an external
interaction. For a laser interaction, this is expressed as
F(t) = ngE@) @t + a-), where g = «/ii/2mwy for the har-
monic system with a frequency wy and a mass m. In the
linear system-bath interaction case V= Vi4, with V|, =
V1q, we have

V(1) = (1) = —wody (1), (6.34)

where V() and a ;(¢) are the Heisenberg operators of V and
a; for Hy(?). Then the equation of motion (6.22) is rewritten
as

., = is i- - -
5/%(9; = —(hHZ O +ny+2 VIQ(t)&;),an(Q; )

nwonVi ap
) Pn— I(Q t)

(6.35)

i
~3 Via; pny1(82;0) —

where A°p = Ap+ pA for any operator A. The terminator
for N(y+1)> wy is expressed as the basis of the
above equations with n = N by substituting py,(2;7) =
—wonvlaf,[)lv(ﬁ; t)/2. In the white noise limit N — 0, since
p() = (0o(82; 1)) with (- --) defined by eq. (6.10), the result
reduces to
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L p= 07
ol = TRpAP

0771

+ [+ D(2a~pa* —a*a p—pa*a”)
+ﬁ(2a pa~ —a atp—paa’)

—@)h—pay)
—@)>p—p@y)],
(6.36)

+ (ﬁ)(ﬁ+ﬁ&+ +a pa-
+ @+ D(a*pat +a pa-

where we denote
2 efhoo 4 1
,Bha)o - efhwo _ 1

A similar equation is used in quantum optics.'3” Note that
eq. (6.36) can only be applied to a high-temperature system.
As discussed in §5.7, the quantum master equation does not
satisfy the positivity condition for the system-bath inter-
action ij =Vi@a + a*)(b + b*) This difficulty may be
avoided by introducing the rotatlng wave approximation
(RWA) form which is equivalent to approximately V as
Vx, — Vl(a bJr a*b ). The neglect of the off-resonant
terms V), (a*’b+ +a b ) however, may fail to describe the
true dynamlcs of 0r1g1nal Hamiltonian.

Since we have the relations 4~ + 4+ = §/2mwy/h and
i(@ — at) = pa/2/maph, the Fokker-Planck equation is
expressed as!33154214215)

9 p(f) = — iﬁ*(:ﬂr)
g P T T atp

=2n+ 1.

(6.37)

vl i 2m (N, (.
+ 2_ml 7 [4. {p. p()}] + 5 (ﬁ) [4:[4. p(’)]]}'
(6.38)

The above equation reduces to eq. (5.44) by Wigner
transformation.

6.4 Bloch equation with Langevin force and numerical
simulation
In this subsection, we numerically solve the equations of
motion given in eq. (6.35). We consider the two-level spin
system defined by |1) and |0). The system Hamiltonian is
expressed as

H, = %hwoaz + nEé,, (6.39)
where &; for i = x,y, and z are the Pauli matrices. We choose
V = V,8,. We treat the system without using the rotating
wave approximation (RWA). To simplify the procedure, we
consider the white noise limit y > wy. The equation of
motion is then reduced to

077V1 6%8°%

d -
EPO(Q;I) = ,00(52 1))

i
—gHX,Oo(Q;l)-i-

iVi- .-
— Q06 ().
As was explained in §6.1, Q(r) plays the same role as a
random force in the classical Langevin equation. We study
the time evolution of the above equation by numerically
integrating the equations of motion for various sets of noise
Q() and then average over Q@) to evaluate o) =
(,60(5_2;0). The Langevin force satisfies the correlation

(6.40)

(Q(NQ(0)) = Ly(r), in which Ly () is given by eq. (5.13).

As the form of L,(#) indicates, the present equation as well
as eqs. (6.35) can be applied for a system at very low
temperatures. The key to the present approach is the
Gaussian nature of the noise, i.e., processes are completely
determined by (S_Z(r’)Q(r)). In practice, however, it is not
easy to employ this algorithm for numerical calculation,
since L,(#) often becomes negative for a certain range of #’s
as depicted in Fig. 7, whereas (Q(t))Q(t)) is usually a
positive definite function. To incorporate a negative part of
the correlation function, here we assume that the system—
bath interaction is weak and rewrite the equations of motion
by introducing the hierarchy member for the Matsubara
frequencies v, denoted by ,oO(Q 1) as

@) = — o0+ PV 6 i)
8tp0 ) — h A O 5 2h )00
oo
— 1) A8 P2 ), (6.41)
k=0
and
0 i Yx Ak r O ()77V AXAOA
_p()(Q t)—_£ APU(Q;I)‘F l 0, 0, k(Q )]

— Q0 — 1) A6 o(Qi1) (6.42)
k=0

where S_Zk(t) is the Gaussian noise with its correlation given
as

(Qu(DQ(0)) = sre 1", (6.43)

in which Ay, = ckVI/h|Ck| with the definition eqs. (5.14) and
(5.15). Since ¢, quickly converges to zero as k increases
even at low temperatures, the above equations can be
handled easily. Note that we add the term proportional to
—ka)’(‘)(fz;t) in eq. (6.42). This term does not play any role
on a time scale shorter than the correlation time of the noise;
however, it stabilizes the equation of motion by neglecting
the effects of noise longer than the correlation time.

To carry out numerical calculations, we set fiwy = 1
and E =0 in the Hamiltonian eq. (6.39) and choose the
noise parameters 77\712 /h=0.001 and vy =y =20. We
employ a discrete time step Ar to use the Runge—Kutta
method integrating the equation of motion. All the param-
eters are the dimensionless. The random force $%(7) is
generated to satisfy the correlation (Qu(D)2(0)) =
exp[—vit] and updated with the time step Atz. This time
step must be larger than Ar to stabilize the Runge—Kutta
routine, but not too large compared with the characteristic
time scale of the system (i.e. At < 1/wg) because otherwise
the system will not show random motion. Here, we choose

= 0.001 and At = 0.025. We denote the element of
Po(S2; 1) for the excited state |1)(1], the ground state |0)(0],
and their coherence |1)(0| at time ¢ by p11(¢), poo(t), and
p10(1), respectively.

Figures 20 and 21 illustrate how p;;(¢) and the imaginary
part of pjp(¢) attain the equilibrium values for a sequence of
random forces. We set the initial state p11(0) = 0, p;o(0) =
0, and ppp(0) = 1. Figure 20 shows the time evolution of
p11(t) for various temperatures (from top to bottom,
Bh=0.1, 0.5, and 2.0). After about r = 2000 (= 1/Bh),
p11(¢) reaches the equilibrium state and fluctuates around the
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Fig. 20. The trajectories of the excited state population [p;;(¢)] for a
sequence of random forces are depicted for different temperatures (from
top to bottom, gi = 0.1,0.5, and 2.0).
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Fig. 21. The trajectories of the imaginary part of coherent state [;((¢)] for

a sequence of random forces are depicted for i = 0.5 (solid line) and
Bh = 2.0 (dotted line).

equilibrium values [p]] ~ tanh(Bhw,/2) for small AA]. At
high temperatures, the fluctuation of the population is small.
Since S_Z(t) acts as the Langevin force for a classical potential
system, one may regard the trajectories of pgo(f) at high
temperatures (Bhwy < 1) as a random walk. The amplitude
of fluctuations increases as temperature decreases due to the
contribution of noise elements with an amplitude ¢, (k > 0).
The enhancement of the fluctuations is of quantum origin,
since all ¢; and v, for (k > 0) involve A. The initial time
evolution from t =0 to ¢t~ 100 (1/6h) may be regarded
as the time evolution of the system for a specific noise
sequence. Notice that the physical process, which involves
the real trajectory, is obtained by averaging over all possible
trajectories, i.e., p(f) = ([)O(S_Z; 1)); each trajectory for some
noises at very low temperatures is not necessary to be a
positive definite as can be seen in the case of gh = 2.0.
This flexibility makes it possible to obtain the equilibrium
distribution at low temperatures. Figure 21 shows the
imaginary part of the coherence p;o(¢) for fh = 0.1 (solid
line) and g = 2.0 (dotted line), respectively. The amplitude

becomes large when the quantum transition between the
excited and ground states becomes large. For a high-
temperature case, pjo(¢) plays a role only at the initial stage;
it decays quickly to zero with small fluctuations.

Since the damping term and random force presented in
this section play the same role as those in the Langevin
equation, the trajectory of a density matrix element obtained
for a sequence of a random noise is thus regarded as a
quantum random walk. From the definition of expectation
values, a physical trajectory is obtained after averaging over
random walk trajectories. The formalism presented in this
section incorporated with a Monte Carlo (MC) simulation
follows the dissipative dynamics defined by the Hamilto-
nian. Thus, one can use this approach to calculate dynamical
variables such as a time-correlation function of population
while taking advantage of the MC approach, e.g., a coarse-
grained characterization and parallelization of the routine.
Note that the other MC approaches such as Galuber’s
approach?!® based on the Metropolis algorithm?!72!8) are not
related to real dynamics, since they filter dynamics to gain
the thermal equilibrium state, and thus cannot be used to
evaluate time-dependent variables such as the time-correla-
tion functions of physical variables. The present approach is
also fully quantum-mechanical, whereas many other MC
approaches are classical.

Here, we introduced the Hubbard—Stratonovich-type
transformation to the fluctuation part. There has been also
an attempt to use such transformation not only for the
dissipation but also for the fluctuation.?!%??9 The reduced
equation of motion derived from such methodology handles
two random variables, and covers a wider parameter range
than the equation of motion with a single random variable.
The random trajectories of density matrix elements with
two-random variables are, however, no longer related to any
real processes.

7. Stochastic Liouville Equation and Temperature
Correction Term

The equations of motion presented in eq. (6.22) with
eq. (6.24) contain the stochastic variable Q(7); however, the
character of the noise is not determined by the equations
themselves, but by the associated equations, i.e., eq. (6.9). In
this section, we show that the time evolution operator of the
noise can be included in the equation of motion in the nearly
Markovian noise case. The temperature correction term can
also be expressed as a function of noise and can be included
in the equations of motion. Consider the case in which the
correlation functions are given by eqgs. (5.12) and (5.13). For

a high-temperature bath, eq. (5.13) is expressed as
Ly(n) = yAPe ™, (7.1)

where A% = /8. We introduce nondimensional stochastic
variable and functions as follows: Q(7) = Q(7)//VA,
Ly(t) = Ly(t)/yA?, and Ly (t) = A’L;(#)/y. Therefore,

/ dt Lyt — DLt —7) = %8(1’ —7). (12)

Since L;(t) = BhyALy(f)/2, we can write the density matrix
element given in §5.6 as
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Q1= ) .
p(@', 2 0) = /dQ / D[Q(T)]/D[¢T(1)¢(T)]/DWT(TW(T)] exp{%SA[qﬁTﬁ; t]}

Q(t;)=%;

/ / i / /
x epr E({g); Qo) t)}pm}, ¢) exp{— S\le ¢ }P[sz(r)]Peqm,-), (7.3)
where the phase of the influence functional is expressed as
!
2((9): i = P02 / dar / 4T a(r = V(DY (91:7) - A [ eV (ighina (7.4)
1
in which V*({¢}; t) and V°({¢}; 7) are defined by eq. (5.57). The probability density P[€2(7)] is now redefined as
2 t t
P[Q(0)] = C! exp|:— % / dt f dv Ly ' (t — r’)Q(r)Q(t/)]. (7.5)
t; t
The above expression is identical to eq. (2.8).
To derive the equation of motion for eq. (7.3), we rewrite eq. (7.4). From the definition of 2(¢), we have
V({¢): 1) = Q1) — QD). (7.6)
Since we have the boundary condition Q(t) + y2(r) = 0, the phase of the influence functional can be rewritten as
— ﬂhA ! - o ! X
E({o); Q) 1) = T/ dr[Q(1) + yQ(D)|V° ({8} 1) — A/ dr V™ ({o}; (D). (7.7)
t; t;
As shown in §2.1, the distribution function for (€2(t)) = 0 and (Q(7)Q(t)) = exp(—y |t — t'|) follows
9 P(Q;1) = 9 Q+ — 0 P(Q2;1) (7.8)
ot ’ BQ o e '

If we regard €2(7) as the stochastic variable €2, then we can reduce the equation of motion as

iABhy o 0 Ve a1 QV* p(S2: 1) 0 Q 0 At 7.9)
2h(+852> )_ DT e\ rag)

d 1.
— () = —=—Hp(Q21) —
atp( ) P L P(2; 1)

The above equation is the generalization of the stochastic Liouville equation.'> The second term on the right-hand side is the
temperature correction term. Note that if we include the counter term, the second term becomes V°p(€2;7) instead of
V°p(2;t). For the Hamiltonian eq. (5.2) with V = V4, we have

0 A
% W(p,q,2t) = —=La(p, )W (p,q,2; 1)
9 9
+ AV1,3V<Q + E)PW(P, q,82;1) — AV1Q2 o W(p,q,821)

e (7.10)

Following the same procedure as §2.4, the above equations can be cast into the hierarchy form as eqs. (5.41) and (5.63).

9 9
— | 2 1% LSt
+vy ( +asz) (p.q ).

8. Conclusions

The stochastic theory has been used for over half a
century to describe the classical and quantum dynamics of a
system in a dissipative environment. Among various
approaches, the stochastic Liouville equation approach has
been widely used because it allows us to treat stochastic
modulation in a nonperturbative manner including the effect
of a noise correlation. The advantage of this approach lies in
the structure of the equation of motion; a set of simultaneous
differential equations for hierarchy elements can be solved
either analytically using the resolvent utilizing in a tridiag-
onally continued fractional form or numerically by integrat-
ing the equations of motion utilizing a terminator. A variety
of problems in NMR, ©SR, neutron scattering, linear, and
nonlinear optical measurements have been studied by the
stochastic approach. Several novel phenomena such as
motional narrowing, a slow relaxation of spin, and a
broadened Raman process have been explained by the

stochastic theory. Although it has many successful applica-
tions, the stochastic theory can be applied only to a system at
infinite temperature. This gives a serious limitation to the
system represented by a coordinate such as a double-well
potential system, since one cannot define the equilibrium
distribution.

We have shown that, on the basis of a system-bath
Hamiltonian, we can derive the equations of motion that are
valid at finite temperatures using similar hierarchy members
to those of the stochastic Liouville equation, assuming an
Ohmic spectral distribution with a Lorentzian cutoff. These
equations now involve the temperature correction term that
guarantees the steady-state solution of the equation of
motion to be an equilibrium equation. By virtue of the
hierarchy form, we could deal with the system—bath
interaction nonperturbatively including the finite correlation
effects of a noise. Within this framework, we have
calculated several observables for systems expressed in
coordinates and discrete energy levels. The extension of the
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formula to a low-temperature system, and the relation of
stochastic Liouville equation to the Langevin equation are
also discussed by deriving the quantum Fokker—Planck
equation and quantum master equation, both of which
explicitly involve the random force in addition to the
dissipation term. The dissipation term and random force are
related to each other through the fluctuation—dissipation
theorem and play the same role as the friction term in the
Langevin equation. The trajectory of a density matrix
element obtained for a sequence of the random noise is
thus regarded as a quantum random walk. This formalism
incorporated with Monte Carlo (MC) simulations follows the
dissipative dynamics defined by the Hamiltonian and
provides a framework for studies of quantum dynamics
strongly coupled to a colored noise bath.

Although much progress has been achieved in the quest to
understand dissipative dynamics by extending the stochastic
theory, there are several important issues that remain to be
unexplored. For example, even though we can investigate
the effects of temperature through the temperature correction
terms, the spectral distribution function for system—bath
coupling is still limited to an Ohmic form with a Lorentzian
cutoff.

Realistic spectral distributions, which may be obtained
either from experiments??!>*? or molecular dynamics sim-
ulations,??3??% have to be included in the theory to account
for the dynamics of molecules in a complex environment
such as protein. The extension to the fractal noise which is
characterized by its correlation function 1/ #, where
0 < B < 1, is also possible in a similar framework to the
stochastic theory.?? For a two-level system with the two-
state jump fractal modulation case, we can evaluate corre-
lation functions analytically.?”® Few attempts have been
made to investigate realistic spectral distributions.??”-2?%)

The heat bath discussed in the present review is restricted
to the harmonic oscillator system assumed as the Gaussian
distribution for perturbation. Owing to the central limiting
theorem, the applicability of this assumption is verified, yet
for many systems, where the interactions between a system
and the bath have a large heterogeneity, the Gaussian
assumption breaks down. If we consider the quantum
dynamics, anharmonic effects of bath oscillators become
important, since the action path of the quantum harmonic
oscillator system is similar to that of the classical one. This
can be understood from the fact that the quantum Liouvillian
defined by eq. (5.37) is identical to the classical one
eq. (5.49), if the potential is harmonic.

One practical way to solve this problem is to introduce a
subsystem between the main system and the bath to
represent an anharmonic local environment. For example,
suppose if we want to study the dynamics of impurity atoms
in an Ising lattice for the environment,'') we can define the
system by three parts: the main system A, which represents
the impurity, the subsystem A’, which represents a local spin
environment consisting of many but finite degrees of
freedom, and the oscillator—bath system B, which is
supposed to represent the phonon interactions that bring
the system to the thermal equilibrium state. It is our belief
that as we increase the size of A’ so as to regard A’ as the
bath, we will find statistical behavior of the anharmonic
bath. This approach allows us to investigate, for example,

quantum dynamics in a frustrated environment. This is,
however, computationally costly, since we have to deal with
the density matrix of the A + A’ system. The advent of
parallel computers equipped with tremendous memory
makes it possible to solve such problems. If a high accuracy
of calculations is not required, the Monte-Carlo type
calculation explained in §6.4 may be a practical way of
solving the problems.

Dealing with the subsystem A’ also brings another
important issue, the dimensionality of the system. We have
employed a one-dimensional Fokker—Planck equation as in
egs. (5.38) and (5.39), but there are many problems in
physics and chemistry, particularly biology, for example, the
optimal choice of dynamical model is a system with more
than two or three dimensions. For example, electron transfer
phenomena are well described by more than one molecular
coordinate and one solvation coordinate. Proton tunneling in
Tropolon is also well described by multi-dimensional
potential. If we use N x M mesh points to solve one-
dimensional problems, we have to compute a system with
(N x M)" mesh points for n-dimensional problem. However,
at present, the only case in which solving the equation of
motion is practical is that of two-dimensional system due to
the limit of the CPU power of current computers. To
overcome this difficulty, another scheme like Langevin
dynamics in a phase space described by §6.2 has to be
extended. Such an approach might, for example, allow closer
contact with nonlinear optical experiments that could
measure the dynamics of many additional modes.

In conclusion, the present formalism provides a powerful
means for the study of various physical and chemical
processes including reaction processes at low temperatures
in which the quantum effects play a major role. One can
generalize the present approach to studying a variety of
measurements involving NMR, neutron scattering, linear,
and nonlinear spectroscopies, where the interplay between
thermal activation and dissipation becomes important.
Theories should now be able to characterize these effects
and establish microscopic description of the dynamics be
related to experiments. Further development of the formu-
lation and algorithm must be a key to studying experimental
systems.
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