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A model for the dipolar crystal system is employed to explore a role of free energy landscape �FEL�,
in which dipolar molecules are posted on two-dimensional lattice sites with two-state libratinal
dynamics. All dipole-dipole interactions are included to have frustrated interactions among the
dipoles. For the regular and distorted lattice cases, the FEL is calculated from the interaction
energies and the total polarizations for all possible dipolar states at various temperatures. At high
temperatures, the shape of the calculated FEL is smooth and parabolic, while it becomes bumpy at
low temperatures exhibiting multiple local minima. To study dynamical aspects of the system, the
single flip dynamics and the single-double mixed flips dynamics of dipoles are examined from a
master equation approach. As the observables of linear absorption and two-dimensional �2D�
infrared, far infrared, and terahertz spectroscopies, the first- and third-order response functions of
polarization are calculated for different physical conditions characterized by the FEL. While the
linear absorption signals decay in time in a similar manner regardless of the FEL profiles, the 2D
signals exhibit prominent differences for those profiles. This indicates that we may differentiate the
FEL profiles by changing two-time valuables in 2D spectroscopy. As illustrated in the single-double
flips case, the FEL study by means of 2D spectroscopy, however, relies on the dynamics which is
set independently from the FEL. The Smoluchowski equation is applied to examine the description
of the collective dynamics on the microscopically calculated FEL. We found that the
one-dimensional and 2D signals calculated from the Smoluchowski equation agree with those from
master equation only at temperatures where the FEL becomes parabolic shape. © 2008 American
Institute of Physics. �DOI: 10.1063/1.2897982�

I. INTRODUCTION

Ensembles of atomic or molecular systems with compet-
ing interactions exhibit intriguing behaviors. In a glass and
an amorphous solid, the long time relaxation processes play
a major role as temperature lowered, leading to a slowing
down and a broadening in the dynamical response.1 The in-
complete crystallization of polymers due to their topological
connectivity and initial configuration makes the polymer
chains fold back and forth to form crystalline lamellae.2 De-
spite the complex energetics between a reactant and a prod-
uct along with their surrounding solvent, electron transfer
�ET� processes can be well characterized by the inverted
parabolic dependence of ET rates as the function of energy
gap.3 Protein molecules fold into precise three-dimensional
shapes under the entropic frustration associated with the
chain connectivity.4 Much of this complexity can be de-
scribed and understood by taking a statistical approach to the
energetics of molecular conformation, that is, to free energy
landscape �FEL�. While the potential energy surface only
deals with energetics, the FEL can deal with both the ener-
getics and entropy.5,6 The FEL concept was introduced by
Landau to explain a phase transition between liquid and crys-
tal or between different crystal structures.7

The FEL is a conformational substate of the free energy.
For a macroscopic variable X, it is defined by

F�X� = − kBT ln Z�X� , �1.1�

where

Z�X� = �
j for fixed X

exp�− Ej/kBT� �1.2�

is the partition function for the fixed X. The Helmholtz free
energy is then expressed as

F = − kBT ln�� dXZ�X�� . �1.3�

The function F�X� is regarded as the constrained free energy
with X. In the Landau case, X is the order parameter that
represents the difference between the phases such as liquid
and crystal. Although X is convenient to characterize a sys-
tem with complex interactions, it is not necessary to be a
physical variable that can be controlled from external pertur-
bation. The free energy and FEL are defined under the ther-
mal equilibrium, and exp�−F�X� /kBT� corresponds to a prob-
ability which the macroscopic quantity takes X. If X cannot
be controlled externally, F�X� becomes merely a formal ex-
pression that can be used for theoretical analysis only.
Nevertheless, the FEL plays an important role to discuss
critical phenomena8 because its definition contains the ther-a�Electronic mail: yohichi@kuchem.kyoto-u.ac.jp.
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mal fluctuation. The basic assumption of this argument is
that the system prefers to take the energy minimal of F�X�
from other metastable states. Each state in different phases is
explained by a local minimal point of F�X�, such as
F�X=1� for liquid and F�X=0� for solid. While we explore
the landmarks rather than the landscape of F�X� in the case
of phase transition, we survey the entire FEL for relaxation
dynamics. A time-dependent Ginzburg–Landau �TDGL� ap-
proach, that assumes a driving force of X to be proportional
to dF�X� /dX, is such an example. This formalism was
introduced to investigate dynamical phenomena of
superconductors9 and was also used to explain a motion of
domain walls or interfaces.10,11

As the TDGL approach was used to study critical phe-
nomena, FEL became an important theoretical tool to ana-
lyze ET reaction problems.3 In the ET case, a reaction coor-
dinate could be adequately defined by the microscopic
interaction energy,12 and a number of computer simulations
were carried out to confirm the legitimacy of Marcus’s
theory.13–16 The dynamics of ET processes was also investi-
gated by using a Smoluchowski-type equation for FELs of
the reactant and product states.17–23 At the present time, the
FEL for ET processes is fairly understood at least for the
high temperature case, where the FEL is characterized by a
simple parabolic shape and the interest of researchers shift to
a low temperature case, where the solvent motion
freezes.24–29

In general, the FEL at high temperature is characterized
by a simple parabolic shape; a system with involving com-
plex interaction networks shows complex FEL at low tem-
perature depending on a choice of X. Examples such as a
spinglass,8 glass,30,31 atomic cluster,32 polymers,33,34 and
proteins,35–40 indicate that a full understanding of the dy-
namical process requires a global overview of the FEL. Such
system exhibits many basins corresponding to metastable
states, and the dynamics among basins is believed to govern
the dynamical properties of materials. Special attentions
were paid for protein folding problems, where the energy
landscapes of protein have a single dominant basin and an
overall funnel topography.41,42

Although the FEL analysis is proven to be a useful the-
oretical framework and is widely used to discuss structures
and dynamics of complex systems, there are fundamental
difficulties especially to investigate the dynamics at low tem-
perature. Most of difficulties arise from the calculations of
the FEL, because even in a small system, an enormous num-
ber of states need to be generated. For instance, for a fifty
two-level spins system, more than 1015 states must be gen-
erated for the calculation which cannot be handled by present
computers. Several sampling methods were developed to
simulate the FEL for the large systems,43,44 however, the
sampling procedure may truncate the dynamical pathways of
the system and may change the dynamical aspects especially
at low temperature.

The nature of FEL itself also raises a fundamental ques-
tion because the systems with different dynamics can have
the same FEL. For example, if the system dynamics is
described by either the Langevin dynamics45 or MC �Glauber
dynamics�,46 their FELs are the same as long as the system

part of the Hamiltonian is the same. Since the FEL is defined
by the equilibrium state where dynamical behaviors become
invisible, it is possible to consider the FEL and the dynamics
are independent issues of discussions. From experimental
side, it is difficult to justify the validity of FEL theory, since
the FEL itself is not experimentally observable and, in addi-
tion, X is usually not the experimentally controllable vari-
able. A number of issues related to the dynamical properties
on FEL have been postulated. One of our aims in this paper
is to clarify some of postulation used to describe the dynam-
ics on FEL at low temperature.

We have employed a simple model to reduce the degrees
of freedom as was done for protein47,48 and solvated ion
system.24–27 We consider a system consists of dipoles49,50

and employ the model to calculate the FEL at various tem-
peratures by generating all possible states.29 We depict the
FEL as the function of total dipole moments �polarization�
which is the macroscopic observable of the system. We
monitor the dynamics not only by linear absorption spectros-
copy but also by multidimensional spectroscopy,51–53 which
is the optical counterpart of multidimensional NMR that can
sensitively probe the dynamical aspect of molecules such as
mode-mode coupling54–57 and dephasing mechanisms.58–62

The sensitivity of two-dimensional �2D� spectroscopy is uti-
lized to characterize the dynamics on different FELs. Here,
we calculate 2D signals corresponding to infrared �IR�, far
IR,63 or terahertz spectroscopy64 defined by the four-body
correlation functions of dipole operators.

The outline of the paper is as follows. In the next section
we briefly explain our simulation model and procedure to
calculate FEL. In Sec. III, we set up the master equations for
the present model corresponding to the single flip and single-
double mixed flips dynamics. The procedures to calculate
linear absorption and third-order 2D signals are also ex-
plained in this section. We present the calculated FEL in Sec.
IV. The one-dimensional �1D� and 2D signals calculated
from the microscopic master equation approach and their
analysis are given in Sec. V. We compare our microscopic
results with the signals calculated from the phenomenologi-
cal Smoluchowski equation approach in Sec. VI. We close
with our conclusions in Sec. VII.

II. SIMULATION MODEL

We start by assuming regular and distorted 2D lattice
models for dipolar molecules, which is an extension of our
formally used models developed to analyze the energy
landscape.24,26,28,29 The position of each dipole is given by
r j =a j +�a j, where a j is the jth lattice point vector and �a j is
the random displacement from lattice point. The jth dipole is
described by the angle � j and the fixed dipole strength �; that
dipole moment is then expressed as �S j�� j�, where S j�� j�
= �cos � j , sin � j� is the unit vector of the dipole moment. All
dipoles interact through the dipole-dipole interaction ex-
pressed in the set of angels �= 	� j
 as

E��� = �2�
j=2

N

�
k=1

j−1

hjk�� j,�k� , �2.1�

where
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hjk�� j,�k� =
S j�� j� · Sk��k��r jk�2 − 3�S j�� j� · r jk��Sk��k� · r jk�

�r jk�5
,

�2.2�

with r jk=r j −rk and N is the total number of dipoles. Al-
though this model is intensely simplified, it still contains
enormous degrees of freedom and is impossible to evaluate
the FEL. Since we are interested in a motion of the system at
low temperatures, we may reduce the degrees of freedom by
choosing a small subset of states near the lowest energy con-
figuration. We thus construct a further simplified model with
the following two steps. We first restrict each dipole to point
only four directions � j = �2n−1�� /4 �n=1�4� and find the
energy minimum configuration denoted by �0= 	� j

0
 by gen-
erating all configurations of � �dotted arrows in Fig. 1�. Us-
ing this minimum configuration, we then construct a two-
state dipolar model by adding the two values of the angular
shifts �� j = �� /8 to each � j

0, as depicted by the solid arrows
in Fig. 1. This model simulates the librational fluctuations
around the energy minimum. We set �� j = �� /8 to have a
discretized expression of a macroscopic variable �i.e., an or-
der parameter or a reaction coordinate� for the FEL. This
model may be oversimplified to study a real system, but it
should be sufficient to grasp a relation between the FEL and
dynamics.

From Eqs. �2.1� and �2.2�, the total energy of our model
is written as E��0+���, where the set of angular shifts is
defined by ��= 	�� j
. We set �=1.85 and L=1 in the units of
Debye and 2.1 Å, respectively, as the typical of dipolar liq-
uid. The characteristic energy is then evaluated as �U

=1.08�10−20 J, which is about 2.5�kBT� at room tempera-
ture. The displacements from the lattice points obey a
Gaussian distribution with average �a j�=0 and standard de-
viation �a j

2�. We chose two parameters for 4�4 lattice cor-
responding to the structural disorder case �a j

2�=0.1 and the
regular lattice case �a j

2�=0. We utilize the open boundary
condition to avoid undesired effects that arise from a treat-
ment of boundary.

To study the FEL by means of experiments, we depict
the FEL as the function of an experimental observable. Here,
the reaction coordinate or the order parameter is chosen to be
the total polarization defined by

P = �
j=1

N

� j
y = ��

j=1

N

sin�� j
0 + �� j� , �2.3�

where � j
y is the jth dipole moment for the vertical direction.

Since � j
0 can take only � j = �2n−1�� /4 and we chose �� j

= �� /8, P takes discrete N+1 values for N dipolar system
with the constant step size �P=�2� sin�� /8�. If N+�N−� is
the number of dipoles whose � j

0 satisfies 0�� j
0	����� j

0

	2��, the minimum and maximum values of the reaction
coordinate become Pmin=��sin�� /8�N+−sin�3� /8�N−� and
Pmax=��sin�3� /8�N+−sin�� /8�N−�, respectively. For our
model, N+ and N− satisfy N+=N−=N /2 because the systems
are symmetric with the exclusion of the small deviated posi-
tions of dipoles. The values of P are expressed by introduc-
ing an integer k which meets −N /2�k�N /2 in a symmetric
form as

P�k� = k�2� sin��

8
� . �2.4�

The FEL is then given by

F�P�k�� = − kBT ln �
i=1

2N

�P�k�,Pi
exp�−

Ei

kBT
� , �2.5�

where Pi and Ei are the polarization and energy for the ith
state, respectively, and �a,b is Kronecker’s delta. We denote
the polarization for the ith state by Pi and the reaction coor-
dinate specified by an integer k by P�k�.

III. DYNAMICS AND OBSERVABLE OF DIPOLAR
SYSTEM

A. Master equations for single flip and single-double
flips dynamics

First we should point out that our system is not kinetic,
since our Hamiltonian is specified by the configurations of
the discretized dipoles and does not have a kinetic term. To
yield the time evolution, we assume stochastic dynamics
among the dipole states that brings the system to be in the
thermal equilibrium state at t→
. We do not use a kinetic
Monte Carlo �MC� approach introduced by Glauber,46 since
we must study dynamics at very low temperature, where the
MC sampling does not work properly. Taking an advantage
of a small system, we use the master equation approach for
all 2N dipolar states. Since the master equation employs a
probability distribution function and does not rely on the

FIG. 1. The Schematic view of a model for representing dipolar molecules.
Dipoles are located on the distorted lattice sites and interact through the
dipole-dipole interactions. Each dipole is allowed to point two directions
�solid arrows� to represents the librational fluctuations. The dotted arrows
represent the centers of librational motions, which are obtained from the
energy minimum of the four state dipole model.
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sampling procedure, we can numerically calculate the time
evolution of the system at the same CPU time regardless of
temperature. We ordered 2N states as E1	E2	 ¯ 	E2N,
where Ek is the interaction energy evaluated from Eq. �2.1�
for the kth lowest energy state �0+��k. The polarization of
��k is evaluated from Eq. �2.3� and is expressed as Pk. We
denote the probability distribution for all states by vector
��t�= ��1�t� ,�2�t� , . . . ,�2N�t��t. This master equation is a rate
equation for the probability distributions and is expressed as

�

�t
��t� = − L��t� , �3.1�

where −L is the transition matrix, whose element �−L�kl de-
scribes the transition probability between the lth and kth
states. We introduce the polarization vector given by
P=�kP�k�DP�k�, where

DP�k� = ��P�k�,P1
,�P�k�,P2

,�P�k�,P3
, . . . ,�P�k�,P2N�t. �3.2�

The operator DP�k� allows us to calculate the probability to
have the polarization P�k� from the probability distribution
function ��t�. The total polarization is then expressed as

P�t� = P · ��t� , �3.3�

where the dot represents the inner product.
As was mentioned in Sec. I, the FEL may be the same

for the same system with different dynamics. To illustrate
this point, we consider two cases of −L that can be specified
by the connectivity coefficient of dipolar states. Consider the
qth lowest energy state ��q. Suppose if we flip a dipole and
energy becomes Ep, the connectivity coefficients are speci-
fied as Cp,q

�1� =1. Letting p�th states be unreachable from qth
state with a single dipole flipping, the coefficients satisfy
C

p�,q
�1� =0 for the single flip case. If the state is in the qth

lowest energy state ��q and if the energy becomes Ep with a
two-dipolar flipping, we set Cp,q

�2� =1 and C
p�,q
�2� =0 for unreach-

able p�th state for the double flip case. The connectivity co-
efficients for n flipping of dipoles Cp,q

�n� can also be defined
accordingly. In MC approach, n=1 corresponds to the single
flip sampling per one MC step yielding the Glauber
dynamics,46 whereas n=2 corresponds to the double flip
sampling. Since −L has to satisfy the detail balance condi-
tion, transition matrixes for n flipping dynamics have to be in
the form of

�− L�n��i,j =�Ci,j
�n� exp�− �Ẽi,j/kBT� , for Ẽi � Ẽj

Ci,j
�n�, for Ẽi 	 Ẽj ,

�
�3.4�

where �Ẽi,j is the energy difference between ith and jth

states, i.e., �Ẽi,j = Ẽi− Ẽj. Here, we consider the linear com-
bination of n=1 and 2 flippings defined by

− L = − L�1� − �L�2� �3.5�

to discuss the different dynamics by a choice of the constants
 and �.

B. Laser-system interactions

To calculate response functions, we need to implement
an external perturbation based on physical considerations,
since our model is not kinetic system. When we apply an
external field B to the system, the total energy of the system
increases as −PjB for the jth state. If B is small enough, we
can expand the transition matrix for the total Hamiltonian in
terms of B. For the single flip case n=1, this is written as

�

�t
��t� = �− L�1� + B����t� , �3.6�

where � is the dipolar interaction whose elements are given
by

�i,j = ��− L�1��i,j�Pi,j/kBT , for i � j

0, for i 	 j ,
� �3.7�

with �Pi,j = Pi− Pj. As discussed for −L, we may define the
excitation for any flipping number n. As we need to excite
the system in the same manner to study the effects of differ-
ent time evolutions, we consider the single flip excitation
case only.

C. First-and third-order response functions

The optical observable of the system is expressed as the
response functions of dipole moment or polarization.65 For
the first-order linear and third-order 2D IR, far IR, and
terahertz spectroscopies, the signals are expressed in terms of

a dipole operator �̂ as S�t1�= i tr	�̂Ĝ�t1���̂��̂eq�
 /� and

S�t3 ,0 , t1�= i3 tr	�̂Ĝ�t3��̂���̂�Ĝ�t1���̂��̂eq��
 /�3,53 where

�̂eq is the equilibrium distribution and we define iÂ�B̂ /�

� i�Â , B̂� /� in the quantal case66–69 or iÂ�B̂ /��	Â , B̂
 in
the classical case.70 By using the quantal or classical

Liouville operator of the system L̂, the time-evolution opera-

tor is expressed as Ĝ�t�Â�e−L̂tÂ. For the present case of the
master equation, the response functions are expressed as

S�t1� = �
k

P�k�H��P�k�,t1� �3.8�

and

S�t3,0,t1� = �
k

P�k�H����P�k�,t3,0,t1� , �3.9�

where

H��P�k�,t1� = DP�k� · exp�− Lt1���eq �3.10�

and

H����P�k�,t3,0,t1� = DP�k� · exp�− Lt3���

�exp�− Lt1���eq. �3.11�

The vector �eq represents the thermal equilibrium distribu-
tion whose component is defined by

��eq�i = exp�− Ei/kBT�/Z , �3.12�

in which Z is the partition function. Analogous to a quantal
case,53 the right-hand side of Eqs. �3.10� and �3.11� can be
read from the right to left as follows. The total system is
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initially in the equilibrium state �eq. The initial state is then
modified by the first laser pulses via the dipole operator as �
at t=0 and is propagated for time t1 by exp�−Lt1�. The
probability distribution functions is now given by
exp�−Lt1���eq. The linear absorption �1D� signal is the ex-
pectation value of polarization given by �kP�k�H��P�k� , t1�.
In the third-order 2D measurements, after the first excitation
and time evolution for t1, the system is further excited by the
second and third dipole interactions expressed as ��. After
these excitations, the system is propagated for the time pe-
riod t3 by exp�−Lt3� as exp�−Lt3��� exp�−Lt1���eq and,
finally, the expectation value of the dipole moment at t1+ t3 is
obtained by �kP�k�H����P�k� , t3 ,0 , t1�. By using the above
procedure, we can calculate 1D and 2D signals from the
master equation approach.

IV. FELs

In Fig. 2, we illustrate the FELs in the case of 4�4
distorted and regular lattice at various temperatures: �a�
T=10, �a j

2�=0.1; �b� T=1, �a j
2�=0.1; �c� T=0.1 �a j

2�
=0.1; �d� T=10, �a j

2�=0; �e� T=1, �a j
2�=0; and �f� T=0.1,

�a j
2�=0. Here and after, we set kB=1. We analyze the tem-

perature dependence of the heat capacity and find a sharp
peak Tc�1 that are corresponded to the freezing temperature
of dipolar librational motions. Therefore the cases for �c� and
�f� are in the glassy state. These landscapes are directly cal-
culated from Eq. �2.5� by generating all possible dipolar
states numerically.

To elucidate a profile for each of the FELs, we introduce
the density of states as the function of P�k�, and E is ex-
pressed as

n�P�k�,E�dE = ��P�k��g�P�k�,E�dE , �4.1�

where g�P�k� ,E� is the distribution of the density of state
between E and E+dE for fixed P�k� and ��P�k�� is the total
number of states for P�k� defined by

��P�k�� = �
r=�k�

N/2

N/2CrN/2Cr−�k� =
N!

�N/2 + �k��!�N/2 − �k��!
.

�4.2�

From Eq. �4.1�, the FEL given by Eq. �2.5� is evaluated as

F�P�k�� = − kBT ln � dEg�P�k�,E�

�exp�− E/kBT� − TS*�P�k�� , �4.3�

where S*�P�k��=kB ln ��P�k�� is the configuration entropy
given by

S*�P�k�� � − kBN��1

2
+

�k�
N
�ln�1

2
+

�k�
N
�

+ �1

2
−

�k�
N
�ln�1

2
−

�k�
N
�� . �4.4�

If we assume the energy distribution g�P�k� ,E� obeys

Gaussian form with the central energy Ē�P�k�� and the stan-
dard deviation �E�P�k��, Eq. �4.3� is evaluated as

F�P�k�� = Ē�P�k�� −
�E2�P�k��

2kBT
− TS*�P�k�� . �4.5�

The profile of the FEL is governed by the configuration en-
tropy S*�P�k�� at high temperature. By expanding F�P�k��
�−TS*�P�k�� in power of �P�k�� up to the fourth order, we
have

F�P�
N

� − kBT�ln 2 −
2

�P2�P

N
�2

−
4

3�P4�P

N
�4� , �4.6�

where �P=�2� sin�� /8�. Analogous to the ET case,29 this
result indicates that the profile of the FELs is parabolic for
the small P, while an additional quartic contribution to the
FEL is found for the large P. Since the quartic term arises
from TS*�P�k��, this contribution is attributed to the entorpic
origin. In the case of Figs. 2�a� and 2�d�, the FEL looks
parabolic in the small region of P.

When the temperature drops, the simulated FELs are no
longer smooth and a remarkable difference appears between
the distorted case �Fig. 2�c�� and the regular case �Fig. 2�f��.
This feature can be explained from the distribution of states
as a function of the polarization P and the energy E, as
illustrated in Fig. 3. For the regular case, the states are highly
degenerated �the close circles in Fig. 3� due to the symmetry
of the system, while for the distorted case, the states are not
degenerated and irregularly distributed �the open circles in

FIG. 2. The FELs as the function of the polarization P in the case of
4�4 distorted and regular lattices at various temperatures: �a� T=10,
�a j

2�=0.1; �b� T=1, �a j
2�=0.1; �c� T=0.1, �a j

2�=0.1; �d� T=10, �a j
2�=0;

�e� T=1, �a j
2�=0; and �f� T=0.1, �a j

2�=0.
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Fig. 3� because of the frustrated interactions among the di-
poles. Since the FELs are determined by the lowest energy
states at very low temperature due the Boltzmann factor in
Eq. �2.5�, the FEL of the distorted lattice exhibits prominent
irregular profiles.

V. OPTICAL RESPONSES

A. 1D Signal

Following the procedures explained in Sec. III C, we
have calculated the first- and third-order response functions
and plotted them as the signals in one- and 2D spec-
troscopies. In Figs. 4�a�–4�f�, the linear absorption �1D� sig-
nal S�t1� for �i� the single-flip case, =1 and �=0 �solid
line�, and �ii� the single-double mixed flips case, =0.5 and
�=1 �dashed line�, are plotted for the same sets of param-
eters �a j

2� and T used in Figs. 2�a�–2�f�, respectively. Al-
though the relaxation rates are different in each case, we find

that solid and dashed lines in Figs. 4.4.�a� and 4.4�d� at the
high temperature are well fitted by a single exponential func-
tion, whereas the solid and dashed lines in Figs. 4�b� and 4�e�
are fitted by the sum of exponential functions at the interme-
diate temperature. At the low temperature, the solid lines in
Figs. 4�c� and 4�f� are single exponential function, while the
dashed lines are represented by the sum of exponential func-
tions.

To investigate these features, we consider a relaxation
mode analysis, which utilizes the eigenvalues and eigen-
modes of the master equation for a system with complex
interactions.71,72 In this analysis, the time relaxation of a two-
body correlation function is characterized by a sum of expo-
nential functions with their decay rates defined by the eigen-
values of the master equation. If the number of the
eigenmodes involved in the system is enormous and the ei-
genvalues are well distributed in the energy space due to the
complex interactions in the system, the signal decays nonex-
ponentially, as shown in the case of a 2D � Ising model at
the critical point. Despite the complexity of the interactions
between the dipoles, present results decay more or less ex-
ponentially regardless of the temperatures. This is because
the excitation induced by the laser pulse is highly symmetri-
cal against P and therefore the laser interaction excites only
few modes which decay exponentially.

To see this point more closely, we depict H��P , t1� given
in Eq. �3.10� which represents the deviation of the distribu-
tion from the equilibrium state after the laser interaction � at
time t=0 for given P. Figures 5�a�–5�f� illustrate the change
of H��P , t1� in time for ��a�–�c�� distorted cases and ��d�–�f��
regular lattice cases at different temperatures in the same
order of Figs. 4�a�–4�f� for the single flip dynamics. In each
figure, the line above the P axis shows the corresponding
FEL. Here, we plot the single flip case only, since the profiles
of H��P , t1� for different temperatures and configurations in
the single flip and single-double flips cases are approxi-
mately analogous, if we normalized the time scale of each
figures by their relaxation rates estimated from Fig. 4. As all
figures in Fig. 5 indicate, the primary cause of the signal
relaxation is not from the movement of H��P , t1� toward the
P=0 point but from the decrease of H��P , t1� for the fixed
position of P. Since H��P , t1� for the high temperature case
in Figs. 5�a� and 5�d� and the very low temperature case in
Figs. 5�c� and 5�f� decay monotonically with keeping their
profile, we may conclude that the excited states are com-
posed of either the single eigenmode or the eigenmodes that
have similar eigenvalues. In the intermediate temperature
case in Figs. 5�b� and 5�e�, the profile of H��P , t1� slightly
changes as time goes, indicating that those excite states are
composed of the eigenmodes with different eigenvalues.

B. 2D Signals

While we could not observe any features specific to the
FELs from 1D measurements, we investigate the third-order
response function S�t3 ,0 , t1�. We plot contour maps of 2D
signals defined by S�t3 ,0 , t1� for the distorted and regular
lattice cases at different temperatures in the same order as in
Fig. 2. Figure 6 is for single flip �=1, �=0�, while Fig. 7 is

FIG. 3. The schematic pictures of the distribution of states as a function of
the polarization P and energy E. The solid line represents FELs for �a� a
regular lattice case and �b� a distorted lattice case. The states are highly
degenerated due to the symmetry of the system shown as the close circle,
while the states are degenerated and irregularly distributed shown as the
open circle in �b�. As a result, the FEL for the distorted case exhibits promi-
nent irregular profiles.

FIG. 4. The linear absorption �1D� signals S�t1� for �i� single flip case,
=1 and �=0 �solid line�, and �ii� single-double mixed flips case, =0.5
and �=1 �dashed line�, are plotted for the same sets of parameters �a j

2� and
T used in Fig. 2. The intensities of the signals are normalized by their initial
values.
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for single-double mixed flips �=0.5, �=1.0� dynamics, re-
spectively. Compared with the 1D case, 2D spectroscopy is
much more sensitive to the difference of temperatures, con-
figurations of dipoles, and dynamics. As can be seen in Figs.
2�a� and 2�d�, the FELs at the high temperature are similar
due to the entropic contributions. The corresponding 2D sig-
nals in Figs. 6�a� and 6�d� or Figs. 7�a� and 7�d� show a
similar 2D profile, if we normalize the time scales by the
relaxation times estimated from Fig. 4. First we should no-
tice that if the dipole element of the laser interaction is a
linear function of the system polarization P, the 2D signals
will be vanished for a harmonic potential due to the destruc-
tive interference of the multiple laser excitations.53,66,67 Al-
though there is always a quartic anharmonicity in the FEL as
illustrated in Eq. �4.6�, its contribution is too small to have
the signals comparable to the calculated results. In the

present case, it is the nonlinearity that causes 2D signals for
the high temperature parabolic potential. Based on the profile
analysis between the initial equilibrium distribution and the
laser excited distribution depicted in Fig. 5, we have found
that the effective dipole element in the laser interactions is
not linear but linear plus cubic function expressed as P
−�P3, where � is the constant in the order of 10−2. The
nonlinear contribution arises because we have constructed
the dipole operator nonkinetic way by expanding the Liou-
ville operator with the external interaction defined with the
Boltzmann factors.

Regardless of the form of the laser interaction, the de-
cays of signal profiles reflect the system dynamics, since the
time evolutions of the system between the excitations are
governed by the system Liouvillian only. Thus, the 2D pro-
files in the high temperature case decay monotonically as the

FIG. 5. The time evolution of H��P , t1� for the single flip dynamics for the distorted cases ��a�–�c��, and the regular cases ��d�–�f��, at different temperatures
in the same order of Fig. 2. The line above the P axis shows the corresponding FEL.
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function of t1 and t3. For the intermediate and lower tempera-
ture cases as shown in Figs. 2�b�, 2�c�, 2�e�, and 2�f�, the
anharmonicity of potential is strong, and the primary cause
of the signals is the anharmonicity of the FELs rather than
the nonlinearly of dipole. While the signals for the distorted
and regular cases exhibit similar profiles at high temperature
as shown in Figs. 6�a� and �d� and Figs. 7�a� and �d�, they
show clear differences at low temperature as illustrated in
Figs. 6�c� and �f� and Figs. 7�c� and �f�. These signals seem
to reflect the differences of the FEL profiles presented in Fig.
2, indicating a possibility to detect a profile of FEL. The
sensitivity of 2D spectroscopy also suggests a possibility to
detect the difference of dynamics on the same FEL, since the
profiles depicted in Figs. 6 and 7 are different if the dynam-
ics is different even it is governed by the same FELs.

To see underlying dynamics on 2D signals, we plot the
distribution given in Eq. �3.11�. Figures 8�a�–8�f� illustrate
H����P , t3 ,0 , t1� with t1=0 in the same order as Figs.
2�a�–2�f� for the single flip dynamics, respectively. Although
H����P , t3 ,0 , t1� is not an observable, it is as sensitive as 2D
signals for the difference of dynamics. Thus,
H����P , t3 ,0 , t1� for the single-double flips case exhibits
some differences from the single flip case presented in Fig. 8

unlike the case of 1D spectroscopy. Since a role of FEL can
be sufficiently explained from the single flip case, here we
display the single flip case only.

For the high temperature cases shown in Figs. 8�a� and
8�d�, the distribution profiles decay monotonically, reflecting
the monotonic decay of signals observed in Figs. 6�a� and
6�d�. Similar behaviors are observed in Figs. 7�a� and 7�d�.
The difference between Figs. 6�a� and �d� and 7�a� and �d�
are their time scales which can be adjusted by the relaxation
time estimated from Fig. 4. While the FELs of distorted and
regular lattice cases appear similar at the high temperature
due to the entropic contribution, they become different at low
temperature, which reflects the difference of the system en-
ergetics. These differences of FELs seem to be detected by
2D spectroscopy, as illustrated in Figs. 6�b� and 6�e� as well
as 7�b� and 7�e�. The relaxations of distributions presented in
Figs. 8�b� and 8�e� are no longer monotonic because the
multiple excitations involved in 2D spectroscopies excite the
various modes with different relaxation constants. Since a
role of relaxation depends on the time sequence t1 and t3, the
2D spectroscopy can provide more information than 1D
spectroscopy.

FIG. 6. �Color online� The contour map of the 2D signals for the single flip
dynamics. The intensity of each plot is normalized by its maximum or
minimum value.

FIG. 7. �Color online� The contour maps of the 2D signals for the single-
double mixed flips dynamics �=0.5, �=1�. The intensity of each plot is
normalized by its maximum or minimum value. The insets of �a� and �d�
show S�t3 ,0 , t1� by using the magnified scale.
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When the temperature becomes very low, a remarkable
difference appears between the distorted and regular cases.
This difference can be easily explained by comparing the
time evolution of H����P , t3 ,0 , t1�, as shown in Figs. 8�c�
and 8�f�. The elongation of the peak in the t3 directed in Fig.
6�f� can be attributed to the trapping of the distribution in the
local minima around P /N= �0.25, as illustrated in Fig. 8�f�.
We also have observed the trapping of H����P , t3 ,0 , t1� in
the single-double mixed flips case �not shown�, but the
trapped distribution decays more quickly than the single flip
case and the elongated contribution in Fig. 7�f� is much
smaller than that in Fig. 6�f�. Since other 2D signals do not
show the elongation, this implies that the local minimum of
the FEL may be detected as the elongated peak in the t3

direction in the 2D IR spectroscopy.

VI. SMOLUCHOWSKI EQUATION APPROACH

To discuss dynamical behaviors of FELs, a TDGL equa-
tion approach9–11 and Smoluchowski equation approach17–23

are often used by assuming a driving force of macroscopic
coordinate X which is proportional to the gradient of the free
energy dF�X� /dX. For a simple model of ET problem, a
relationship between the master equation and the
Smoluchowski equation approaches has been clarified for the
high temperature case,25 but the validity of such equation of
motion approaches for the low temperature case has not been
explored. Here, we examine the applicability of the
Smoluchowski equation approach by calculating 1D and 2D
signals for the FELs given in Figs. 2�a�–2�f� and compared
with the microscopically calculated 1D and 2D signals pre-
sented in Sec. V.

FIG. 8. The time evolution of H����P , t3 ,0 , t1� for the single flip dynamics with t1=0 for the distorted cases ��a�–�c��, and the regular cases ��d�–�f��, at
different temperatures in the same order of Fig. 2. The line above the P axis shows the corresponding FEL.
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For the distribution H�P , t�, the Smoluchowski equation
is expressed as

�

�t
H�P,t� = − LSH�P,t� . �6.1�

The Liouville operator is given by

− LS = D� 1

kBT

�

�P
� �F�P�

�P
� +

�2

�P2� , �6.2�

where D is the diffusion constant. The Smoluchowski equa-
tion describes the same dynamics as the overdamped limit of
the Langevin dynamics with the white noise fluctuations. In
the Smoluchowski case, the dynamics is described as the
probability diffusion on the potential F�P�. As discussed in
the ET case,25 one can relate to the microscopic master equa-
tion approach and phenomenological Smoluchowski equa-
tion approach if the system is in the high temperature case.
In Appendix A, we deduce the Smoluchowski equation for
the single flip and single-double flips master equations as-
suming the large system with high temperature. Thus, in the
high temperature case, we can estimate the coefficients in
Eq. �6.2� directly from the master equation. Note that, as
shown in Appendix A, the single flip and single-double flips
dynamics of the master equation approach can be treated
uniformly in the Smoluchowski equation approach as the
choice of diffusion parameters. Since the phenomenological
features do not depend on the diffusion parameters, we dis-
cuss the single flip case only to examine the validity of
Smoluchowski equation.

To calculate 1D and 2D signals, we need to define the
dipole operator. As mentioned in Sec. V, the dipole element
introduced in the master equation approach contains the cu-
bic polarization term. We consider the free energy with the
electric perturbation expressed as F�P�−B�P+�P3�, where B
is a weak electric field and a small constant. By expanding
the free energy by the perturbation up to the first order, we
have the dipole operator in the form

�S = −
D

kBT
� �

�P
+ ��6P + 3P2 �

�P
�� , �6.3�

where we evaluate �=−0.03 from the master equation ap-
proach. By replacing the Liouvillian and dipole operator in
Eqs. �3.10� and �3.11� by Eqs. �6.2� and �6.3�, we can calcu-
late the 1D and 2D signals from the Smoluchowski ap-
proach. Note that the equilibrium state in the Smoluchowski
approach is given by �eq�exp�−F�P� /kBT�. In Figs.
9�a�–9�c�, we plot the 1D signals calculated from the
Smoluchowski approach for the FELs given in Figs.
2�a�–2�f�. In each figure, the solid and dashed lines represent
the distorted and regular lattice cases, respectively. The non-
linearlity of the dipole element does not play a major role in
the 1D case, since it gives rise to a minor correction of the
signals. We adjust the diffusion constants to fit the results
from the single flip master equation dynamics. For the high
temperature case, we use D=7.14 for the distorted and regu-
lar lattices, which roughly agrees to the value reduced from
the master equation. In the high temperature case in Fig. 9�a�
where the FEL profile becomes parabolic, we can analyti-

cally evaluate the 1D signals from Smoluchowski approach
as described in Appendix B, and the single exponential decay
of the signals, which was also observed in the master equa-
tion approach, is explained as the relaxation of the harmonic
mode. For the intermediate and low temperature cases shown
in Figs. 9�b� T=1 and 9�c� T=0.1, the relaxation constants
for the distorted and regular lattices are evaluated as �b� D
=1.67 �solid line� and D=2.50 �dashed line� and �c� D
=0.010 �solid line� and D=0.028 �dashed line�. While all
curves in Fig. 9�b� can be fitted by a simple exponential
function, the curves in Fig. 9�c� are expressed by the sum of
exponential functions, which are different from the micro-
scopic results given in Fig. 4.

The 2D signals are presented in Figs. 10�a�–10�f�. As
mentioned in Sec. V, the 2D signals in the high temperature
case arise from the nonlinearity of the dipole elements. If we
calculate the 2D signals with setting �=0 for a harmonic
potential with quartic anharmonicity using the
Smoluchowski equation, the signal becomes negative with a
different 2D profile �not shown�. This fact supports the form
of dipole given in Eq. �6.3�. While the Smoluchowski equa-
tion well reproduces the 1D signals at all temperatures and
the 2D signals at high temperature calculated from the mas-
ter equation, it cannot simulate the 2D signals in the low

FIG. 9. The 1D signals calculated from the Smoluchowski approach for the
FEL given in Figs. 2�a�–2�f�: �a� T=10 for the high temperature case, �b�
T=1 for the middle temperature case, and �c� T=0.1 for the low temperature
case. In each figure, the solid and dotted lines represent the distorted and
regular lattice cases, respectively.
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temperature cases, as shown in Figs. 10�b�, 10�c�, 10�e�, and
10�f�. For these figures, we use the same relaxation constant
D as in the dashed and solid lines of Figs. 9�a�–9�c�, but even
we change D as well as the nonlinearlity of dipole � we
cannot reproduce similar profiles in Figs. 6�b�, 6�c�, 6�e�, and
6�f�. This result indicates that the applicability of the
Smoluchowski equation is limited to the high temperature
case, where the FEL profile is parabolic. We should address
that this limitation becomes prominent due to the sensitivity
of 2D spectroscopy.

VII. CONCLUSIONS

By employing a simple model of the regular and dis-
torted dipolar system which allows us to have the exact FEL
and collective dynamics of the system at any temperatures,
we explored a possibility to obtain information on the FEL
by spectroscopic means. The evaluated FEL exhibits the
parabolic shape at high temperature, whereas it shows a
bumpy profile with some minima at low temperature, where
the motion of dipoles is frozen. From the master equation
approach, we calculated the 1D and 2D singles for single flip
and single-double flips dynamics. While the 1D signals were

characterized by the featureless exponential or sum of expo-
nential relaxation signals regardless of the FEL profiles, 2D
spectra showed distinct differences for different FEL profiles.
The local minima of the FEL were detected as the elongation
of 2D signals in the t3 direction. This indicates that 2D spec-
troscopy may be a useful tool to analyze the FEL profile
expressed as the function of system polarization.

To examine the validity of Smoluchowski equation, we
also calculated the 1D and 2D spectra using the micro-
scopically calculated FELs. For the high temperature case,
the dynamics described by the master equation and
Smoluchowski equation was essentially the same for the
large system and the calculated 1D and 2D signals were the
same. However, in the middle and low temperature cases,
these signals were different, which indicates that
Smoluchowski equation might not be accurate to describe
the dynamics for the system with nonparabolic FELs.

Finally, we should address the limitation of the present
analysis. To have the accurate FEL with the decreasing the
degrees of freedom, we had to discretize the configuration of
dipoles which made impossible to employ kinetic dynamics.
We thus employ the stochastic dynamics using the master
equation. To make the statement more concrete, we have to
compare the present results with the kinetic ones. For in-
stance, although the Smoluchowski equation reproduces the
stochastic results only in the high temperature case, this
statement may change if we consider the kinetic system. The
model dependence as well as the size dependence of the
present results have not been explored, which is essential to
discuss a real system.
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APPENDIX A: DERIVATION OF THE SMOLUCHOWSKI
EQUATION

In this appendix, we discuss the relation between the
master equation and the Smoluchowski equation.25 The time
evolution of our system is given by the master equation Eq.
�3.1�, and the probability distribution vector ��t� has 2N

states. Here we rewrite the Eq. �3.1� as the following form:

�

�t
�i�t� = �

j

��− L�i,j� j�t� − �− L� j,i�i�t�� . �A1�

For the high temperature case, the transition occurs abso-
lutely if two states are connected with given dynamics, thus
the transition matrix, −L=−L�1�−�L�2�, can be written as

�− L�i,j = Ci,j
�1� + �Ci,j

�2�, �A2�

FIG. 10. �Color online� The contour maps of the 2D signals calculated from
the Smoluchowski equation with the nonlinear excitation for the distorted
cases ��a�–�c��, and the regular lattice cases ��d�–�f��, at different tempera-
tures in the same order of Figs. 2�a�–2�f�. The intensity of each plot is
normalized by its maximum.
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where Ci,j
�n� is the connectivity coefficient introduced in Sec.

III. Assuming a single flip and double flips of dipole in the
system whose polarization is Pj, we can construct the rate
equation expressed as

�

�t
�i,Pi

�t� = − N�i,Pi
�t� − �

N�N − 1�
2

�i,Pi
�t�

+ �
j

� j,Pj
�t�Ci,j

�1���Pi − 	Pj − �P
�

+ �
j

� j,Pj
�t�Ci,j

�1���Pi − 	Pj + �P
�

+ ��
j

� j,Pj
�t�Ci,j

�2���Pi − 	Pj − 2�P
�

+ ��
j

� j,Pj
�t�Ci,j

�2���Pi − Pj�

+ ��
j

� j,Pj
�t�Ci,j

�2���Pi − 	Pj + 2�P
� , �A3�

where �i,Pi
�t� is the ith component of the probability distri-

bution vector ��t� and the subscript Pi is introduced for
representing the polarization of the ith state. Here we calcu-
late the polarization and time probability distribution func-
tion H�P�k� , t� by summing Eq. �A3� over all states with the
same polarization P�k�. Operating �i�P�k�,Pi

to both sides of
Eq. �A3�, we obtain

�

�t
H�P�k�,t� = − �N + ��N2

4
−

N

2
+ k2��H�P�k�,t� + �N

2
+ 1 − k�H�P�k� − �P,t� + �N

2
+ 1 + k�H�P�k� + �P,t�

+ ��N2

8
+

3N

4
+ 1 +

1

2
�k2 − k�N + 3���H�P�k� − 2�P,t�

+ ��N2

8
+

3N

4
+ 1 +

1

2
�k2 + k�N + 3���H�P�k� + 2�P,t� . �A4�

Here, assuming P�k� be continuous variable and taking large
N limit, we get

�

�t
H�P,t� = ��

�

�P
P + D

�2

�P2�H�P,t� , �A5�

where we set �=2�+N�� and D=N�P2�+N�� /2. The
first and second terms correspond to the drift term and dif-
fusion terms, respectively.

APPENDIX B: LINEAR ABSORPTION SIGNAL FROM
SMOLUCHOWSKI EQUATION APPROACH

If the potential is harmonic, the Smoluchowski equation
for a given arbitrary initial condition can be easily solved as

H�P,t� = �
n=0

an exp�− n�t�exp�−
�

2D
P2�Hn�� �

2D
P� ,

�B1�

where Hn��� are the Hermite polynomials and an are the
initial values for nth eigenfunctions. For 1D spectroscopy,
the nonlinearity of dipole plays a minor role, so we can set
�=0 in Eq. �6.3�. At high temperature, the FEL is approxi-
mated by parabolic function, so that the initial condition of
the Smoluchowski immediately after excitation is
expressed by the first Hermite polynomial, i.e., H�P ,0�
�exp�−�2�H1���, where �=�� /2DP. Thus, the 1D signal for
high temperature is analytically evaluated as

S�t1� � exp�− �t� � dP exp�−
�

2D
P2�H1�� �

2D
P� .

�B2�

This equation indicates the signal decays exponentially as
the relaxation of collective mode with the relaxation rate �.
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