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ABSTRACT
We have developed a computer code for the thermodynamic hierarchical equations of motion derived from a spin subsystem coupled to
multiple Drude baths at different temperatures, which are connected to or disconnected from the subsystem as a function of time. The code
can simulate the reduced dynamics of the subsystem under isothermal, isentropic, thermostatic, and entropic conditions. The extensive and
intensive thermodynamic variables are calculated as physical observables, and Gibbs and Helmholtz energies are evaluated as intensive and
extensive work. The energy contribution of the system–bath interaction is evaluated separately from the subsystem using the hierarchical
elements of the hierarchical equations of motion. The accuracy of the calculated results for the equilibrium distribution and the two-body
correlation functions is assessed by contrasting the results with those obtained from the time-convolution-less Redfield equation. It is shown
that the Lindblad master equation is inappropriate for the thermodynamic description of a spin–boson system. Non-Markovian effects in
thermostatic processes are investigated by sequentially turning on and off the baths at different temperatures with different switching times
and system–bath coupling. In addition, the Carnot cycle is simulated under quasi-static conditions. To analyze the work performed for the
subsystem in the cycle, thermodynamic work diagrams are plotted as functions of intensive and extensive variables. The C++ source codes
are provided as supplementary material.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0232073

I. INTRODUCTION

In the early days of NMR1 and optical spectroscopy,2,3 the
Markov assumption, in which the correlation time of the noise
arising from the environment is assumed to be ultra-short, was
introduced to account for the linewidths of continuous wave (CW)
spectra due to relaxation. Since then, the Markov assumption has
been a popular assumption employed for system–bath (SB) models,
for example, to derive the reduced equations of motion, such as the
Redfield equation.4

In the derivation of these equations, the positivity condition,5–7

where all diagonal elements of the subsystem density matrix
must be positive, is violated without further approximations such
as the rotating wave approximation (RWA), which ignores the
non-resonant components of the relaxation operator, and the

factorization assumption (FA), in which the bath state remains in
its thermal equilibrium state as described by its Boltzmann distri-
bution. In regions where the thermal energy is comparable to the
excitation energy of the system, the RWA leads to a poor description
of the quantum entanglement between the subsystem and the bath
(bathentanglement).8 It also alters the dynamics of the subsystem in
an inappropriate manner.9–11

It is the Markovian assumption that undermines the descrip-
tion of open quantum dynamics, and the RWA and FA were intro-
duced only to restore the positivity problem created by the mathe-
matical but unphysical Markovian assumption. As is clear from the
description of the Feynman–Vernon influence functional,12,13 the
effect of a heat bath consists of fluctuation and dissipation, related
by the fluctuation–dissipation theorem. While the dissipation can be
Markovian, under the assumption of an Ohmic spectral distribution
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function (SDF), the fluctuations must be non-Markovian owing to
the constraints of the thermal uncertainty principle described as the
Matsubara frequency.10,14

The easiest way to avoid this problem is to abandon the
mathematical Markovian assumption. In fact, the time-convolution-
less (TCL) Redfield equation (or Shibata equation)15,16 for non-
Markovian bath approximates the dynamics reasonably well in the
perturbed case, even without RWA.10

Because many important chemical, physical, and biological
phenomena arise from interactions with the environment in non-
Markovian and non-perturbative regimes, the hierarchical equations
of motion (HEOM)8 were derived as a generalization of the stochas-
tic Liouville equation14,17 and the master equation.18,19 The HEOM
(or “doctor equations”20) are the reduced equations of motion for
a subsystem interacting with a harmonic bath. In principle, the
HEOM provide an asymptotic approach to the calculations of var-
ious physical quantities with any desired accuracy by adjusting the
number of hierarchical elements in what is referred to as a numer-
ically “exact” approach,8 which can be verified by non-Markovian
tests based on exact analytical solutions of the Brownian oscillator.10

Unlike the Redfield equation approach, the HEOM do not
require the subsystem to be described in terms of the energy eigen-
state to construct the damping operator; they can also be solved
in phase space.10 Therefore, even when the eigenstates are time-
dependent owing to the presence of a time-dependent external field,
the HEOM can accurately describe the dynamics of the subsystem,
including the quantum entanglement described by a hierarchical
element. This feature is particularly important for the computa-
tion of nonlinear response functions, such as multidimensional
spectra.8,14 The advantages of the HEOM in thermodynamic explo-
ration have been demonstrated.21–25 However, while these results
were obtained from isothermal processes, we have recently discov-
ered that a complete description of thermodynamics must include
thermostatic processes in addition to isothermal, isentropic, and
entropic processes.26,27

Therefore, we developed a thermodynamic SB model that
can take into account a thermostatic process considering mul-
tiple heat baths at different temperatures, allowing their cou-
pling on and off in time. Then, we derived the thermody-
namic quantum Fokker–Planck equation (T-QFPE) in the Wigner
representation11,28,29 on the basis of the low-temperature quantum
Fokker–Planck equations for Ohmic SDF without cutoff.30 In these
investigations, non-Markovian effects arising from quantum fluc-
tuations described as Matsubara frequencies were considered to
identify pure quantum effects in comparison with classical results.
In this paper, we consider non-Markovian effects of both fluctuation
and dissipation arising from the Drude cutoff of the Ohmic SDF.

In Sec. II, after explaining the thermodynamic SB Hamiltonian,
we present the HEOM for multiple baths (HEOM-MB). In Sec. III,
we examine the application of the HEOM-MB code. In Sec. IV,
we investigate non-Markovian effects in thermostatic processes by
sequentially turning on and off baths at different temperatures with
different switching times and system–bath coupling. In Sec. V, we
demonstrate the capability of our codes by simulating the quasi-
static Carnot cycle by presenting the work diagram as functions of
intensive and extensive variables. Our concluding remarks are pre-
sented in Sec. VI. The C++ source codes for the HEOM-MB are
provided in the supplementary material.

II. THE HEOM-MB AND THERMODYNAMIC VARIABLES
A. Hamiltonian for multiple baths model

Since the extension to multilevel systems is straightforward,
we restrict our modeling here to the simplest spin–boson-based
system.31 We consider a subsystem A coupled to NB + 1 heat
baths at different inverse temperatures βk = 1/kBTk, where kB is the
Boltzmann constant. The total Hamiltonian is expressed as

Ĥtot(t) = ĤA(t) +
NB

∑
k=0
(Ĥk

I (t) + Ĥk
B), (1)

where ĤA(t), Ĥk
I (t), and Ĥk

B are the Hamiltonians of the system,
kth SB interaction, and kth bath, respectively. For the two-bath case
(NB = 1), the above-mentioned model has been used to explore heat
flow,22 a quantum heat engine driven by heat flow,23 and the Carnot
engine.27

We consider a two-level system (TLS) defined as

ĤA(t) = Ĥ0
A − B(t)σ̂z , (2)

where B(t) is the isothermal driving field (IDF), Ĥ0
A is the time-

independent part of the subsystem Hamiltonian, and σ̂α (α = x, y,
or z) are the Pauli matrices. Here, we set Ĥ0

A = E0σ̂x, where E0 is the
off-diagonal coupling constant. In the case of a spin system, B(t)
corresponds to the longitudinal magnetic field and E0 to the trans-
verse electric (Stark) field. The Hamiltonians representing the kth SB
interaction and the kth bath are given by26

Ĥk
I (t) = Ak(t)V̂k∑

j
ck

j[b̂
k
j + (b̂

k
j)

†
], (3)

and

Ĥk
B =∑

j
h̵ωk

j[(b̂
k
j)

†b̂k
j +

1
2
], (4)

respectively, where V̂k is the system operator that describes the cou-
pling to the kth bath and Ak(t) is the adiabatic transition field (ATF),
introduced to describe the operation of an adiabatic wall between
the system and the kth heat bath (e.g., the insertion or removal of
the adiabatic wall or attaching or detaching the quantum system
to/from the bath). Here, ωk

j , ck
j , b̂k

j , and (b̂ k
j)

† are the frequency, cou-
pling strength, and annihilation and creation operators, respectively,
of the jth mode of the kth bath.

The bath effects on the system are determined by the bath
correlation function C(B)k (t) ≡ ⟨X̂k(t)X̂k(0)⟩B, where X̂k ≡ ∑ j ck

j[b̂
k
j

+ (b̂ k
j)

†
] is the collective coordinate of the kth bath, and ⟨. . .⟩Bk

represents the average taken with respect to the canonical den-
sity operator of the kth bath. The kth bath correlation function is
expressed in terms of the kth bath spectral distribution function
(SDF) Jk(ω) as

C(B)k (t) = ∫
∞

0
dω Jk(ω)[coth(

βkh̵ω
2
) cos (ωt) − i sin (ωt)], (5)

where Jk(ω) ≡ ∑ j (c
k
j)

2δ(ω − ωk
j). We assume the Drude SDF,

expressed as
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Jk(ω) =
h̵
π

γ2
kω

ω2
+ γ2

k
, (6)

where γk is the inverse of the noise correlation time of the kth bath.
The bath correlation functions are then evaluated as

C(B)k (t) ≃
γk

βk

⎛

⎝
1 +

Kk

∑
j=1

2ηjγ2
k

γ2
k − [ν

k
j]

2

⎞

⎠
e−γk ∣t∣

−

Kk

∑
j=1

γ2
k

βk

2ηjνk
j

γ2
k − [ν

k
j]

2 e−νk
j ∣t∣, (7)

where νj, ηj, and Kk are the jth Padé frequency, the jth Padé coef-
ficient, and the number of Padé frequencies for the kth bath,
respectively.32–35

To simplify the discussion, we consider the case of inter-
action with only one bath at a time, although it is possible to
operate multiple baths simultaneously. Such a treatment is impor-
tant when studying heat flow.22,23 Therefore, the SB coupling
strength and temperature of the bath attached to the subsystem are
expressed as26,27

A(t) =
NB

∑
k=0

Ak(t) (8)

and

β(t) =
NB

∑
k=0

βkξk(t), (9)

respectively. The temperature of the bath is defined as T(t)
= 1/kBβ(t).

The window function (thermostatic field) is defined as

ξk(t) = θ(t − tk)θ(tk + Δt − t), (10)

where θ(t) is the step function and the time tk is defined as tk = t0
+ kΔt, with initial time t0 and duration Δt.

B. HEOM-MB
In the HEOM formalism, the set of equations of motion con-

sists of the auxiliary density operators (ADOs).8,14 As we show in
Eq. (7), the bath correlation function is written as a linear combi-
nation of exponential functions. To adapt the HEOM formalism,
we assume that all Kk, γk, and V̂k are independent of k and are thus
written as K, γ, and V̂ , respectively.

To treat multiple baths, we must consider ADOs for each bath
because the bathentanglement does not disappear quickly, owing to
the non-Markovian nature of bath noise. However, assuming that
the detached bath never reattaches to the subsystem, the bathen-
tanglement after detachment does not affect the system dynamics.
Therefore, instead of explicitly dealing with the (K + 1) × (NB + 1)-
dimensional hierarchy, we only need one set of hierarchies and reuse
the same hierarchies to describe the successive baths by resetting
ρ̂n⃗ = 0 (n⃗ ≠ 0⃗) before attaching the next bath.

Then, the ADOs introduced in the HEOM-MB are defined by
ρ̂n⃗(t), with a set of indices n⃗ = (n0, n1, . . . , nK), where nl represents
an integer value of zero or greater. The zeroth ADO, ρ̂0⃗(t) with

0⃗ = (0, 0, . . . , 0), corresponds to the actual reduced density operator.
The HEOM for the IDF and the ATF are then expressed as26,27

∂

∂t
ρ̂n⃗(t) = (−

i
h̵

Ĥ×A(t) −
K

∑
l=0

nlνl(t))ρ̂n⃗(t)

−
i
h̵

A(t)
K

∑
l=0

nlΘ̂l(t)ρ̂n⃗−e⃗l(t)

−
i
h̵

A(t)
K

∑
l=0

V̂ ×ρ̂n⃗+e⃗l(t), (11)

where e⃗l is the (K + 1)-dimensional unit vector. We introduce a set
of fluctuation–dissipation operators as

Θ̂0(t) ≡ (
γ

β(t)
+

K

∑
m=1

ηmγ2

β(t)
2γ

γ2
− [νm(t)]2

)V̂ × −
ih̵γ2

2
V̂○, (12)

and

Θ̂l(t) ≡ −
ηlγ2

β(t)
2νl(t)

γ2
− [νl(t)]2

V̂ ×, (13)

where Ô × P̂ = [Ô, P̂] and Ô○ P̂ = {Ô, P̂} for arbitrary operators
Ô and P̂, and [Ô, P̂] and {Ô, P̂} are the commutator and the
anticommutator.

As the temporal initial conditions, we consider the factorized
initial case

ρ̂tot(0) = ρ̂A(0)
NB

∏
k=0

e−βkĤ k
B

trB{e−βkĤ k
B}

,

where ρ̂A(t) = ρ̂0⃗(t) is the reduced density operator of the
subsystem.

Using the zeroth member of the hierarchy, ρ̂0⃗(t), we define the
enthalpy and the internal energy of the subsystem as follows:28

HA(t) = trA{ĤA(t)ρ̂0⃗(t)}, (14)

and

UA(t) = trA{Ĥ0
A(t)ρ̂0⃗(t)}. (15)

From Eq. (2), the enthalpy and the internal energy satisfy the time-
dependent Legendre transformation expressed as

HA(t) = UA(t) − B(t)MA(t), (16)

where MA(t) is magnetization defined as

MA(t) = tr{σ̂zρ̂0⃗(t)}. (17)

Because the higher-order hierarchical elements store the informa-
tion of the SB coupling, we can also evaluate the SB interaction
energy as follows:23–27

HI(t) ≡ trtot{
NB

∑
k=0

Ĥk
I (t)ρ̂tot(t)}

= A(t)
K

∑
l=0

tr{V̂ ρ̂e⃗l(t)}. (18)
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The expectation value of the bath energy is defined as HB(t)
≡ tr{ĤBρ̂tot(t)}. From ∂HB(t)/∂t = i∫

t
t0

tr{[ĤI, ĤB]ρ̂tot(t)} dt/h̵,
which is obtained from ∂ρ̂tot(t)/∂t = [Ĥtot(t), ρ̂tot(t)]/ih̵, we have
(see Appendix A)

∂

∂t
Hneq

B (t) = A(t)
K

∑
l=0

νl(t)trA{V̂ ρ̂e⃗l(t)} + A2
(t)γ2trA{V̂ 2ρ̂0⃗(t)}.

(19)

The change in bath energy ΔHB(t) can be evaluated from the
numerical integration of the above.23–25 Therefore, we have
ΔHtot(t) = ΔHA(t) + ΔHI(t) + ΔHB(t), where ΔHα(t) ≡ Hα(t)
−Hα(t0) for α = A, B, I, and tot.

C. Intensive and extensive work: Thermodynamic
potentials

We have previously considered thermodynamic Brownian
models with Ohmic SDFs and derived the laws of thermodynam-
ics for entropic potentials based on the dimensionless minimum
work principle for a subsystem.11,28,29 In that study, multiple baths
with small temperature differences were assumed to be switched
on and off more slowly than the characteristic time scale of the
subsystem, and the bath change process was approximated by con-
sidering the temperature as a function of time. In non-Brownian and
non-Ohmic systems, however, such an approximation is generally
not valid because the work performed by an external field includes
the contribution of the subsystem part of the SB interaction, which
depends on the noise correlation time (≈1/γ for the Drude case).24

In the present spin–boson case, we, therefore, treat the
multiple-bath model explicitly by attaching and detaching the baths
in a stepwise fashion and consider the work not from the subsystem
but from the total system, defined as

dW int
tot(t)
dt

= trtot{
∂Ĥtot(t)

∂t
ρ̂tot(t)}, (20)

where W int
tot(t) is the intensive work. While B(t) is the intensive

variable for the subsystem, A(t) is that for the total system. The
conjugated extensive variable is defined using the ADOs as

DI(t) =
K

∑
j=0

tr{σ̂xρ̂e⃗j(t)}, (21)

which we call strain.26,27 The time derivative of the total intensive
work is then expressed as

dW int
tot(t)
dt

= −MA(t)
dB(t)

dt
−DI(t)

dA(t)
dt

. (22)

Although most thermodynamic cycles do not include a ther-
mostatic process, we have found that a complete thermodynamic
description requires a thermostatic process. Therefore, we consider
the total dimensionless (DL) intensive work expressed as28,29

dW̃ int
tot(t)
dt

= trtot

⎧⎪⎪
⎨
⎪⎪⎩

∂ ˆ̃Htot(t)
dt

ρ̂tot(t)
⎫⎪⎪
⎬
⎪⎪⎭

, (23)

where the total DL Hamiltonian is defined as

ˆ̃Htot(t) = β(t)ĤA(t) +
NB

∑
k=0

βk(Ĥ
k
I (t) + Ĥk

B). (24)

In terms of the intensive and extensive variables, Eq. (23) is
expressed as

dW̃ int
tot(t)
dt

= UA(t)
dβ(t)

dt
−MA(t)

dB̃(t)
dt
− D̃I(t)

dA(t)
dt

, (25)

where B̃(t) ≡ β(t)B(t) and D̃I(t) ≡ β(t)DI(t).
In evaluating the thermodynamic potential, it is necessary to

distinguish whether the work is performed by an intensive variable
or an extensive variable. Therefore, we introduce the intensive and
extensive work defined as

dWext
tot (t)
dt

=
dW int

tot(t)
dt

+
d
dt
[B(t)M(t)] +

d
dt
[A(t)DI(t)], (26)

which is the time-dependent Legendre transformation between
W int

tot(t) and Wext
tot (t).28,29 Accordingly, we introduce the DL exten-

sive work defined as

dW̃ext
tot(t)
dt

=
dW̃ int

tot(t)
dt

+
d
dt
[B̃(t)M(t)] +

d
dt
[A(t)D̃I(t)]. (27)

The first law of thermodynamics is now expressed as

dQ̃ext
tot(t)
dt

=
dŨA(t)

dt
−

dW̃ext
tot(t)
dt

, (28)

where ŨA(t) ≡ β(t)UA(t) is the DL internal energy.

D. Massieu–Planck potentials
The DL Massieu and Planck potentials are defined as the mini-

mum values of the quasi-static dimensionless (or entropic) work and
heat expressed as36–39

W̃ int
tot ≥ −ΔΞqst

tot , (29)

and

W̃ext
tot ≥ −ΔΦqst

tot , (30)

respectively. The latter inequality is a generalization of the
Kelvin–Planck statement, often used as a definition of the second
law of thermodynamics, for isothermal processes. From Eq. (28), the
Clausius entropy (C-entropy) is defined as

Q̃ext
tot ≤ ΔΓqst

tot , (31)

which we call the “principle of maximum dimensionless heat
generation” and which is equivalent to the “principle of maximum
C-entropy.”

The equalities in Eqs. (29) and (30) hold when the external per-
turbation of the entire system is quasi-static. Therefore, the entropic
potentials can be evaluated as a quasi-static intensive and exten-
sive work as ΔΞqst

tot(t) = −[W̃
int
tot(t)]qst and ΔΦqst

tot(t) = −[W̃
ext
tot(t)]qst.

The C-entropy can be evaluated accordingly.
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TABLE I. Total differential expressions for the quasi-static (qst.) entropic potentials as functions of the intensive variables βqst
(t), B̃ qst, and Aqst

(t) and the extensive variables
Uqst

A (t), Mqst
A (t), and D̃ qst

(t) for fixed γ̃ qst
(t) ≡ β(t)γqst

(t). Entropy has two definitions, depending on whether the work variable is intensive or extensive. Of these dimen-

sionless entropies, the most commonly used one, which we call Clausius entropy (C-entropy) and which involves only extensive variables, is expressed as Γqst
A [U

qst
A , Mqst

A , D̃ qst
],

while the less common one, which we call Boltzmann entropy (B-entropy), is expressed as Λqst
A [U

qst
A , B̃ qst, Aqst

]. The potentials are related by the Legendre transformations as
shown.

Qst. Potential Differential form Natural var. Legendre transformation

Massieu dΦqst
tot = −Uqst

A dβqst
− B̃ qstdMqst

A − AqstdD̃qst
I βqst, Mqst

A , D̃qst
I ⋅ ⋅ ⋅

Planck dΞqst
tot = −Uqst

A dβqst
+Mqst

A dB̃ qst
+ D̃qst

I dAqst βqst, B̃ qst, Aqst Ξqst
tot = Φqst

tot + B̃ qstMqst
A + AqstD̃qst

I
C-entropy dΓqst

tot = βqstdUqst
A − B̃ qstdMqst

A − AqstdD̃qst
I Uqst

A , Mqst
A , D̃qst

I Γqst
tot = Φqst

tot + βqstUqst
A

B-entropy dΛqst
tot = βqstdUqst

A +Mqst
A dB̃ qst

+ D̃qst
I dAqst Uqst

A , B̃ qst, Aqst Λqst
tot = Ξqst

tot + βqstUqst
A

These entropic potentials can be related by a time-dependent
Legendre transformation obtained from Eqs. (27) and (28) as
follows:

Φqst
tot(t) = Ξqst

tot(t) − B̃ qst
(t)Mqst

A (t) − Aqst
(t)D̃qst

I (t), (32)

and

Γqst
tot(t) = Φqst

tot(t) + βqst
(t)Uqst

A (t). (33)

The Boltzmann entropy (B-entropy) is evaluated as

Λqst
tot(t) = Ξqst

tot(t) + βqst
(t)Uqst

A (t). (34)

We summarize the DL entropic potentials as functions of the natural
variables in total differential form in Table I.

Because β(t) is assumed to change only when A(t) = 0, the
Legendre transformations [Eqs. (33) and (34)] hold only under
this condition. Note that by fixing γ̃ qst

(t) = βqst
(t)h̵γqst

(t), we can
ensure that (see Appendix B)

Uqst
A (t) = −(

∂Ξqst
tot(t)

∂βqst
(t)
)∣

B̃ qst ,Aqst ,γ̃ qst
, (35)

even when Aqst
(t) ≠ 0, where γ(t) = ∑NB

k=0 γkξk(t). In this case, the
Legendre transformation remains applicable regardless of the value
of A(t).

As the difference between the total DL intensive work and
Planck potential, we introduce the entropy production expressed
as29

Σtot = W̃ int
tot + ΔΞqst

tot. (36)

In isothermal processes, the DL minimum work principle
[Eq. (29)] is reduced to the Kelvin–Planck statement, expressed as
Wext

tot ≥ ΔFqst
tot and W int

tot ≥ ΔGqst
tot , where

Gqst
tot(t) ≡ −

Ξqst
tot(t)

βqst
(t)

, (37)

and

Fqst
tot(t) ≡ −

Φqst
tot(t)

βqst
(t)

, (38)

are the quasi-static Gibbs and Helmholtz energies, respectively.
We can calculate the quasi-static entropy from the Gibbs

energy as

Sqst
tot(t) = −(

∂Gqst
tot(t)

∂Tqst
(t)
)

Bqst ,Aqst ,γ̃ qst
, (39)

which satisfies Sqst
tot(t) = kBΓqst

tot(t).
We summarize the DL thermodynamic potentials as functions

of the natural variables in total differential form in Table II.

TABLE II. Total differential expressions for the quasi-static (qst.) thermodynamic potentials as functions of the intensive variables Tqst, Bqst, and Aqst and the extensive variables
Sqst

tot , Mqst
A , and Dqst

I for fixed γ̃ qst
(t). We note that while the Helmholtz and Gibbs energies are the total system quantities, the internal energy and the enthalpy are the subsystem

quantities.

Qst. Potential Differential form Natural var. Legendre transformation

Helmholtz dFqst
tot = −Sqst

tot dTqst
+ BqstdMqst

A + AqstdDqst
I Tqst, Mqst

A , Dqst
I ⋅ ⋅ ⋅

Gibbs dGqst
tot = −Sqst

tot dTqst
−Mqst

A dBqst
−Dqst

I dAqst Tqst, Bqst, Aqst Gqst
tot = Fqst

tot − BqstMqst
A − AqstDqst

I
Internal energy dUqst

A = TqstdSqst
tot + BqstdMqst

A + AqstdDqst
I Sqst

tot , Mqst
A , Dqst

I Uqst
A = Fqst

tot + TqstSqst
tot

Enthalpy dHqst
A = TqstdSqst

tot −Mqst
A dBqst

−Dqst
I dAqst Sqst

tot , Bqst, Aqst Hqst
A = Gqst

tot + TqstSqst
tot
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III. NUMERICAL TESTS FOR ISOTHERMAL
SPIN–BOSON SYSTEM

When the spin is placed in a dissipative environment, not only
the populations but also the coherence of the spin states become
entangled with the bath, and their dynamical behavior is altered
depending on the temperature, noise correlation time, and coupling
strength of the bath.8,13 Therefore, the study of simple population
relaxation dynamics alone does not validate the description of open
quantum dynamics. Moreover, since the true equilibrium state of
the subsystem is entangled with the bath and is not the Boltzmann
distribution of the subsystem, and since it takes a long time for the
effects of relaxation to become apparent, the difference in relaxation
mechanisms is not clear from looking only at the initial decay of the
population relaxation process.

Non-Markovian tests for a harmonic Brownian system have
been developed to clarify these points.10 Using the energy-eigenstate
representation of the harmonic oscillator, non-Markovian tests have
also been performed for the HEOM for the discretized energy states,
even in the Ohmic case.11 Although there are no analytical solutions
for the spin–boson system, here we perform the simulations fol-
lowing the protocol of the non-Markovian tests for the descriptions
of (i) the equilibrium distribution, (ii) the linear response function
R(1)(t) = (i/h̵)trtot{[σ̂x(t), σ̂x]ρ̂eq

tot}, and (iii) the symmetric corre-
lation function C(t) = trtot{{σ̂x(t), σ̂x}ρ̂eq

tot}/2, where σ̂x(t) is the
Heisenberg representation of σ̂x. Note that unlike a harmonic Brow-
nian system, symmetric and antisymmetric correlation functions for
the spin–boson system depend on both the coupling strength and
the temperature.

For the numerical integration of the HEOM-MB [Eq. (11)],
we use the Runge–Kutta–Fehlberg method, and the time step size
δt is automatically determined by the algorithm (see Appendix C).
To show that the TCL-Redfield and Lindblad master equations
derived under the perturbative SB coupling approximation ignor-
ing the bathentanglement (see Appendix D) are inappropriate for
thermodynamic description, we also conduct the same tests for
these equations. These equations are integrated by the fourth-order
Runge–Kutta method with time step δt = 0.001.

For the simulations, we set the external forces to be constant
and set B(t) = 1.0, E0 = 0.0, A(t) = A, and β(t) = β for fixed γ = 1.0.
The truncation numbers N and K are listed in Table V. To illustrate
the anomalous feature of the spin–boson system with the Ohmic
SDF, we set γ = 100 for the simulation and compare the results with
those obtained from the Lindblad master equation in Appendix E.

To obtain the equilibrium distributions, we compute the expec-
tation value of σ̂z using the HEOM-MB and the TCL-Redfield equa-
tion at equilibrium. The results are shown in Table III. We set the SB

TABLE III. Expectation values ⟨σ̂z⟩ = trA{σ̂zρ̂eq
A } in the equilibrium state computed

using the HEOM-MB and the TCL-Redfield equation for A = 1 are shown for bath
temperatures β = 0.1 (hot), β = 1.0 (intermediate), and β = 10.0 (cold).

β HEOM-MB TCL-redfield

0.1 9.65 × 10−2 9.97 × 10−2

1.0 0.619 0.762
10.0 0.891 1.00

coupling strength A = 1.0 and compute the equilibrium distribution
for three inverse temperatures β = 0.1 (hot), β = 1.0 (intermedi-
ate), and β = 10.0 (cold). In the high-temperature case, the results
obtained from the HEOM-MB and the TCL-Redfield equation are
nearly the same because the SB entanglement effect becomes small
in this case, whereas in the low-temperature case, ⟨σ̂z⟩ obtained
from the HEOM-MB is smaller than that obtained from the TCL-
Redfield equation, owing to the bathentanglement. We also note that
the values of ⟨σ̂z⟩ obtained from the TCL-Redfield results almost
agree with the result obtained from the Boltzmann distribution of
the subsystem, trA{σ̂ze−βĤ A}/trA{e−βĤ A}, which indicates that the
TCL-Redfield equation ignores the effects of bathentanglement.

We depict the imaginary part of the linear response function
(LRF) and the symmetric correlation function in Fig. 1. In the left
column, we present the LRF for the cases of (a1) weak (A = 0.5),
(b1) intermediate (A = 1.0), and (c1) strong (A = 1.5) SB cou-
pling. In the weak-coupling case, the HEOM-MB and TCL-Redfield
results are almost identical, whereas in the intermediate- and strong-
coupling cases, the TCL-Redfield equation result deviates from the
HEOM-MB result because the TCL-Redfield equation is a per-
turbative approach. (See also the results of non-Markovian tests
in Ref. 10.)

FIG. 1. Fourier elements of (1) the linear response function and (2) the symmet-
ric correlation function, described as R(1)

[ω] and C[ω], respectively. The red
and green curves represent the results from the HEOM-MB and the TCL-Redfield
equation, respectively. In the left column, the bath temperature is β = 1.0 and the
SB coupling strengths are (a1) A = 0.5 (weak), (b1) A = 1.0 (intermediate), and
(c1) A = 1.5 (strong). In the right column, the SB coupling strength is A = 1.0, and
the bath temperatures are (a2) β = 10.0 (cold), (b2) β = 1.0 (intermediate), and
(c2) β = 0.1 (hot).
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The symmetric correlation functions are plotted for the cases
of (a2) low (β = 10.0), (b2) intermediate (β = 1.0), and (c2) high
(β = 0.1) temperature with a SB coupling strength A = 1.0. In the
low-temperature case, the HEOM-MB and TCL-Redfield results are
similar in the resonant frequency region. However, they are different
in the low-frequency region, owing to the lack of bath entangle-
ment in the TCL-Redfield result. In the intermediate-temperature
case, the HEOM-MB results exhibit two peaks because the subsys-
tem is entangled with the Drude bath mode,40 while the perturbative
TCL-Redfield result shows just one peak. In the high-temperature
case, the HEOM-MB result clearly shows a peak at ω = 0 due to
bathentanglement, while the TCL-Redfield result shows a featureless
flat curve.

IV. NON-MARKOVIAN EFFECTS IN THERMOSTATIC
PROCESSES

In the HEOM-MB approach, the thermostatic process is
achieved by sequentially changing heat baths at different temper-
atures in a stepwise fashion (stepwise bath model). As an approx-
imation, we can also consider only a single bath whose inverse
temperature changes as a function of time as β(t) (thermostatic bath
model) with continuous variation of the hierarchical elements ρ̂n⃗(t).

In the non-Markovian case, the subsystem and the baths are
often entangled even in the weak SB case, and so it is not clear that
the description of the thermostatic bath model is accurate. Here,
we use the HEOM-MB to verify the validity of the thermostatic
bath model by comparing the simulated results for the case of a
single bath whose inverse temperature changes with time and the
case of multiple baths at different temperatures that are sequentially
changed in a stepwise fashion.

We set B(t) = 1.0 and E0 = −1.0. Then, we consider the
following form of temperature change in the thermostatic bath
model:

FIG. 2. Schematic of the time evolution of NB + 1 baths described by A(t). For
each bath, the periods of the bath attachment, equilibration, and detachment are
denoted by ϵ, ϵ′, and ϵ, respectively. The time step of each bath is then given by
Δϵ = (2ϵ + ϵ′). From Eq. (40), the temperature of the kth bath (0 ≤ k ≤ NB) is
defined as Tk = TTS(tk + Δϵ/2), where tk is the start time of the kth bath. At time
t = 0, the system is in the equilibrium state with the 0th bath. In the bath attachment
and detachment, the SB coupling strength A(t) respectively increases from 0 to
A0 and decreases from A0 to 0. We repeat these three processes until the system
reaches the equilibration process with the last bath.

TTS(t) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

Ti (t < 0),

Ti + (Tf − Ti)(t/τ) (0 ≤ t < τ),
Tf (τ ≤ t),

(40)

where the initial and final temperatures are set to Ti = 1.0 and
Tf = 2.0. We then restrict our discussion to the quasi-static case
described by τ = 1.0 × 104. The stepwise bath model is described by
NB + 1 baths, with the time periods of the bath attachment, equili-
bration, and detachment steps denoted by ϵ, ϵ′, and ϵ, respectively
(see Fig. 2). We repeat these three steps from the zeroth bath to the
NBth bath until the system reaches the equilibration step of the last
bath. The temperature of the stepwise bath model is defined at the
midpoint of the time step Δϵ ≡ (2ϵ + ϵ′). For fixed Δϵ, we change
the speeds of the bath attachment/detachment processes described
as ϵ and compare the results with those based on the thermostatic
bath model.

In Fig. 3, we plot the extensive variables MA(t) and DI(t) as
functions of time as evaluated from Eqs. (17) and (21), respectively,
in the case of intermediate coupling (A0 = 1.0).26,27 We set the num-
ber of baths NB = 20 in the case of Fig. 3 so that Δϵ = 500. We then
consider three cases with different bath attachment/detachment
periods: (a) ϵ = 100 (slow), (b) ϵ = 50 (intermediate), and (c) ϵ = 0
(fast). The red and green curves represent the results from the ther-
mostatic bath model and the stepwise bath model, respectively, and

FIG. 3. Magnetization MA(t) and strain DI(t) as functions of time t for intermediate
coupling strength (A0 = 1.0) in the cases of (a) slow (ϵ = 100), (b) intermediate
(ϵ = 50), and (c) fast (ϵ = 0) bath attachment/detachment. The red and green
curves represent the results from the thermostatic bath and stepwise bath models,
respectively, and the blue curve with square dots represents the time average for
each bath in the stepwise bath model.
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FIG. 4. Magnetization MA(t) and strain DI(t) as functions of time t in the
intermediate-coupling case (A0 = 1.0) for (a) small (NB = 10) and (b) large
(NB = 40) numbers of baths. The red and green curves represent the results
from the thermostatic bath and stepwise bath models, respectively, and the blue
curve with square dots represents the time average for each bath in the stepwise
bath model.

the blue curve with square dots represents the average value of each
bath in the stepwise bath model. We find that the averaged values
from the stepwise bath model deviate from the results obtained from
the thermostatic bath model when the switching speed becomes slow
because, for large ϵ, the subsystem follows the dynamics described as
A(t) (Fig. 2) and not as β(t): to suppress this deviation, ϵ must be
chosen to be small.

In Fig. 4, we plot MA(t) and DI(t) in the intermediate-coupling
case (A0 = 1.0) for (a) small (NB = 10) and (b) large (NB = 40)
numbers of baths. We fix the ratio ϵ/Δϵ = 0.1 and set (a) Δϵ = 1000
with ϵ = 100 and (b) Δϵ = 250 with ϵ = 25. From Fig. 4, we can see
that the profiles shown by the blue curves are almost independent
of the number of baths NB for fixed ϵ/Δϵ. However, as shown in
Table IV, the entropy production Σtot becomes larger as NB increases
because the bath attachment/detachment steps are not required to be
quasi-static processes.

TABLE IV. Total DL intensive work W̃ int
tot and entropy production Σtot calculated from

the stepwise bath model for different numbers of baths, coupling strengths, and time
durations.

NB A0 ϵ ϵ′ W̃ int
tot Σtot

10 1.0 100 800 0.841 0.102
20 0.5 50 400 0.675 8.17 × 10−2

20 1.0 100 300 0.926 0.188
20 1.0 50 400 1.10 0.358
20 1.0 0 500 14.0 13.3
20 1.5 50 400 1.88 0.884
40 1.0 25 200 2.06 1.32
100 0.5 500 0 0.638 4.43 × 10−2

FIG. 5. Magnetization MA(t) and strain DI(t) as functions of time t for (a) weak
(A0 = 0.5) and (b) strong (A0 = 1.5) SB coupling. The red and green curves
represent the results from the thermostatic bath and stepwise bath models, respec-
tively. The blue curve with square dots represents the time average for each bath
in the stepwise bath model.

In Fig. 5, we plot MA(t) and DI(t) for (a) weak (A0 = 0.5)
and (b) strong (A0 = 1.5) SB coupling strengths. We set NB = 20,
Δϵ = 500, and ϵ = 50. As the difference between the magnetization
at A(t) = 0 and that at A(t) = A0 becomes small for smaller SB
coupling strengths (and similarly for the strain), the blue curve
approaches the red curve.

We have summarized the results of Figs. 3–5 in terms of the
DL total intensive work W̃ int

tot and the entropy production Σtot, along
with the bath parameters, in Table IV. For the stepwise bath model,
the entropy production is evaluated from Eq. (36), with the change
of Planck potential being evaluated from the Gibbs energy using
Eq. (37) (see Appendix F). Note that the work that is wasted because
the system does not change quasi-statically is the entropy produc-
tion.29 Since the process described as a thermostatic bath model is
chosen to be quasi-static, the value of Σtot indicates the deviation
from the quasi-static process in the case of the stepwise model; Σtot
becomes smaller as ϵ becomes larger (e.g., ϵ = 500) because the bath
attachment/detachment process becomes slow and the equilibration
process is effective. In addition, for shorter ϵ, the magnetization and
strain results from the thermostatic model and the time-averaged
results from the stepwise model are in better agreement. Therefore,
for a valid description of the thermostatic bath model to be obtained,
the value of ϵ must be adjusted to an appropriate value that is neither
too long nor too short.

It is also found that Σtot becomes large as the SB coupling
strength A0 increases. In this case, τ must be set to a large value to
ensure that the thermostatic bath model is an approximation of the
stepwise bath model.

V. QUANTUM CARNOT CYCLE
Previously, using the same model as presented in Sec. II A,

we have studied the efficiency of Carnot cycles27 by evaluating
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FIG. 6. Time profiles of B(t) (green), A(t) (red), and β(t) (orange).

the Gibbs energy Gqst
tot(t) as the quasi-static intensive work W int

tot(t)
on the basis of the minimum work principle [Kelvin–Planck
statement: W int

tot(t) ≥ ΔGqst
tot(t)].24,26 Although the results are essen-

tially the same, here we repeat the simulation based on the DL

FIG. 7. (1) Bqst–Mqst
A diagrams and (2) Aqst–Dqst

I diagrams for the quasi-static
Carnot cycle for (a) weak (A0 = 0.5), (b) intermediate (A0 = 1.0), and (c) strong
(A0 = 1.5) SB coupling strength. The red, green, blue, and orange solid curves
represent the hot isothermal, hot to cold adiabatic, cold isothermal, and cold to hot
adiabatic processes, respectively, while the red, green, blue, and orange dashed
curves represent the hot bath detachment, cold bath attachment, cold bath detach-
ment, and hot bath attachment processes, respectively. The hot isothermal step (i)
starts from the red arrow, and the cold isothermal step (iii) starts from the blue
arrow.

minimum work principle expressed in terms of the intensive and
extensive variables,28 using the HEOM-MB. Although calculations
based on this theory have been performed for an anharmonic Brow-
nian system,11,28,29 the treatment is not the same for spin–boson
systems since the SB interaction is not included in the heat
bath.

The quantum Carnot cycle consists of the following eight steps:
(i) hot isotherm, (i′) hot bath detachment, (ii) adiabatic from hot
to cold, (ii′) cold bath attachment, (iii) cold isotherm, (iii′) cold
bath detachment, (iv) adiabatic from cold to hot, and (iv′) hot
bath attachment. We assume that the duration of each step is the
same and denote it by τ. The inverse temperatures of the hot and
cold baths are βH = 1.0 and βC = 2.0, respectively. We fix E(t) = 1.0
and set the time profiles of B(t), A(t), and β(t) as presented in
Fig. 6.

FIG. 8. Tqst–ΔSqst
tot diagrams for (a) weak (A0 = 0.5), (b) intermediate (A0 = 1.0),

and (c) strong (A = 1.5) SB coupling. The red and blue solid lines represent the
hot isothermal and cold isothermal processes, respectively, while the dashed red,
green, blue, and orange lines represent the hot bath detachment, cold bath attach-
ment, cold bath detachment, and hot bath attachment processes, respectively. The
black dashed lines represent the adiabatic processes.

J. Chem. Phys. 161, 162501 (2024); doi: 10.1063/5.0232073 161, 162501-9

Published under an exclusive license by AIP Publishing

 23 O
ctober 2024 10:45:29

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics SOFTWARE pubs.aip.org/aip/jcp

Adiabatic processes are introduced in this model using the
adiabatic condition defined as27

dHqst
= −Mqst

A dBqst. (41)

Assuming that the system density operator is the Boltzmann
distribution of the system Hamiltonian, ρ̂A = e−βĤ A/trA{e−βĤ A}

during the adiabatic process and that the inverse temperatures
of the Boltzmann distribution at the beginning and end of
the adiabatic process are βH (or βC) and βC (or βH), respec-
tively, we obtain the following conditions for the two adiabatic
processes:27,41

βH

√

E2
0 + B2

(2τ) = βC

√

E2
0 + B2

(3τ), (42)

and

βC

√

E2
0 + B2

(6τ) = βH

√

E2
0 + B2

(7τ). (43)

In Fig. 6, we choose B(3τ) = 0.5 and B(6τ) = 1.0, and so we obtain
B(2τ) = 2.0 and B(7τ) =

√
7.0.

In Fig. 7, Bqst–Mqst
A and Aqst–Dqst

I diagrams are plotted for
cases of (a) weak A0 = 0.5, (b) intermediate A0 = 1.0, and (c) strong
A0 = 1.5 coupling. The area enclosed by the counterclockwise
and clockwise curves in the diagrams represents the work per-
formed by the system and the work performed on the system,
respectively.

We plot Tqst–ΔSqst
tot diagrams in Fig. 8 for cases of (a) weak

A0 = 0.5, (b) intermediate A0 = 1.0, and (c) strong A0 = 1.5 SB cou-
pling. In the adiabatic process, we assume that the entropy is con-
stant because the system does not exchange heat with the heat bath
during the process, and we denote this process by the black dashed
lines in Fig. 8.

Although the definitions of the intensive variables are dif-
ferent, this result is the same as the previous result where the
Gibbs energy was used to define intensive variables. However, the
intensive quantities defined in this paper can also describe non-
equilibrium states, and by including the entropy production, the
work diagram can be employed to analyze non-equilibrium pro-
cesses as well.29 Exploration in this direction is left to a future
study.

VI. REMARKS
Both the anharmonic Brownian and the spin–boson models are

widely used and have been extensively studied in non-equilibrium
statistical physics. In this paper, we have extended the spin–boson
model by introducing multiple Drude baths to derive the HEOM-
MB, whereas in our previous paper, we considered an anharmonic
potential system coupled with multiple Ohmic baths to derive the
T-QFPE. While the HEOM-MB treats the SB interaction as separate
from the subsystem,22–27 the T-QFPE treats it as part of a heat bath
thanks to the counterterm.11,28,29 Note that in the spin–boson-based
model, the inclusion of a counterterm, as in the T-QFPE case, is not

possible since the Hamiltonian of the subsystem and that of the SB
interaction are commutative.

The anharmonic Brownian model with an Ohmic bath is
equivalent to the Markovian Langevin description in the classical
limit and fits well with the description of classical thermodynamics,
which does not explicitly consider the interaction with the bath.
On the other hand, the spin–boson model is purely quantum and
non-Markovian, with the Markovian limit of the system exhibiting
anomalous behavior (Appendix E). Furthermore, the equilibrium
state of the subsystem is not its own Boltzmann distribution
and cannot be factorized from the bath, owing to the
bathentanglement.

These facts contradict the Markovian assumption for stochas-
tic thermodynamics42–47 and the factorization assumption for
the fluctuation theorem,48–50 and they need to be reconsidered
through the use of the HEOM-MB and T-QFPE: such theo-
ries should be derived from a general theory that covers both
classical and quantum dynamics, even in the non-Markovian
case. The equilibrium and nonequilibrium thermodynamic theo-
ries based on the DL minimum work principle derived from the
T-QFPE28,29 and the present HEOM-MB make such exploration
worthwhile.

The source code for the spin–boson system provided in this
paper and that for the anharmonic Brownian system in the pre-
vious paper,11 which can take the classical limit, were developed
to enable researchers to perform thermodynamic numerical exper-
iments without being experts in open quantum dynamics theory.
Extensions to non-equilibrium systems are also possible.29 Although
both codes have been demonstrated for simple systems, they can
be extended to study electron transfer systems,51–54 exciton trans-
fer systems,55–57 spin lattice systems,58,59 and Holstein–Peierls60

and Holstein–Hubbard61 models. Moreover, the DL minimum
work principle28,29 allows us to bring a thermodynamic perspec-
tive from the quasi-static case to the highly non-equilibrium case
for the exploration of various systems, including those mentioned
earlier.

SUPPLEMENTARY MATERIAL

Numerical integration codes for the HEOM-MB and four demo
codes (three for non-Markovian tests and one for the quantum
Carnot engine) are provided as supplementary material, where the
manual for these codes can be found in the ReadMe.pdf file.
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APPENDIX A: THE CHANGE IN THE BATH ENERGY

From the energy conservation law of the total system, the
change in the bath energy is expressed as

−
∂

∂t
HB(t) =

∂

∂t
(HA(t) +HI(t)) −

dW int
tot(t)
dt

. (A1)

Replacing the right-hand side of Eq. (A1) by Eqs. (14), (18), and (22)
and using the HEOM [Eq. (11)], we obtain Eq. (19).23,27

APPENDIX B: ENTHALPY FROM THE SB INTERACTION

On the basis of our previous work on the Kelvin–Planck
cycle24 and Carnot cycle,26 the Boltzmann enthalpy can be intro-
duced as HBoltz

A (t) = ∂(βGqst
A (t))/∂β. However, HBoltz

A (t) is different
from Hqst

A (t) = trA{ĤA(t)ρ̂qst
A (t)} defined as in Eq. (14), because

the Boltzmann enthalpy includes the contribution from the system
part of the SB interaction,24 in contrast to the Ohmic Brown-
ian case.11,28,29 Here, we show that this difference depends on the
form of the SDF. To illustrate this point, we consider here the
case of a single bath [NB = 0 in Eq. (1) and omitting the bath
index k]. Then, we introduce the partition function defined as
ZA = trtot{e−βĤ tot}/trB{e−βĤ B}, where β is the inverse temperature
of the total system. Because Gqst

A = −β−1 ln ZA,24,26 the enthalpy is
expressed as HBoltz

A = −∂(ln ZA)/∂β. For the SB Hamiltonian, the
partition function is expressed as

ZA = trA{e−βĤ A F̂ IF(V̂(τ); βh̵)}, (B1)

where the influence functional is defined as10,13

F̂ IF(V̂(τ); βh̵) = T exp [
A2

h̵2 ∫

βh̵

0
dτ∫

τ

0
dτ′V̂(τ)V̂(τ′)

× ∫

∞

0
J(ω)

cosh (βh̵ω/2 − ω(τ − τ′))
sinh (βh̵ω/2)

dω].

(B2)

Here, V̂(τ) = eτĤA V̂e−τĤA is the interaction picture of the
system operator V̂ . The β derivative of ZA is expressed as
HBoltz

A = HA +H′A, where HA = trA{ĤAe−βĤ A F̂ IF}/ZA and
H′A = −trA{e−βĤ A(∂ F̂ IF/∂β)}/ZA. The latter corresponds to
the enthalpy from the system part of the SB interaction.

To clarify the β dependence, we rewrite Eq. (B2) using the
dimensionless variables ω̃ = βh̵ω, τ̄ = τ/βh̵, and τ̄ ′ = τ′/βh̵ as

F IF(V̂(τ); βh̵) = T exp [A2
∫

1

0
dτ̄∫

τ̄

0
dτ̄ ′V̂(βh̵τ̄)V̂(βh̵τ̄ ′)

× ∫

∞

0
βh̵J(

ω̃
βh̵
)

cosh (ω̃/2 − ω̃(τ̄ − τ̄ ′))
sinh (ω̃/2)

dω̃].

(B3)

The β derivative of the above-mentioned equation consists of
terms obtained from the derivatives of V̂(βh̵τ̄)V̂(βh̵τ̄ ′) and
βh̵J(ω̃/βh̵). The first contribution disappears because it is expressed
as trtot{[ĤA, ĤI]ρ̂eq

tot}/2, where ρ̂eq
tot = e−βĤ tot/trtot{e−βĤ tot} is the

equilibrium total density operator, and because of the relation
[ĤA, ĤI] = [ĤA, Ĥtot]. Therefore, H′A is evaluated from the term
involving the β derivative of βh̵J(ω̃/βh̵). In the Ohmic SDF case,
βh̵J(ω̃/βh̵) is independent of β, and we have HBoltz

A (t) = Hqst
A (t), as

we discussed in the Ohmic Brownian case.11,28 In the Drude SDF
case, by introducing the DL inverse of the noise correlation time,
γ̃ ≡ βh̵γ, we can make βh̵J(ω̃/βh̵) temperature-independent. There-
fore, the enthalpy of the subsystem without the contribution of the
SB interaction is expressed as

Hqst
A (t) =

∂

∂β
(βGqst

A (t))∣
B,A,γ̃

. (B4)

FIG. 9. Quasi-static enthalpy for the quantum Carnot cycle in the cases of (a) weak
(A = 0.5), (b) intermediate (A = 1.0), and (c) strong (A = 1.5) SB coupling. The
colored and black dashed curves represent the enthalpy computed from the quasi-
static Gibbs energy [the right-hand side of Eq. (B4)] and the expectation value of
the subsystem Hamiltonian trA{ĤA(t)ρ̂A(t)}, respectively. The colored and black
dashed curves are almost overlapping.
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The Planck potential for Aqst
(t) ≠ 0 is evaluated from Eq. (37) and

expressed as Eq. (35). By changing the fixed variable from γ̃ to γ,
Eq. (B4) is rewritten as

Hqst
A (t) = HBoltz

A (t) + γαqst
(t), (B5)

where αqst
(t) ≡ −(∂Gqst

A (t)/∂γ)∣β,B,A is regarded as the non-
Markovian bath susceptibility. From Eq. (B5), the system part of the
SB interaction is expressed as H′A

qst
(t) = γαqst

(t).
Since the Gibbs energy is an extensive variable, αqst

(t) is also
an extensive variable, whereas γ is an intensive variable, the value
of which is independent of the system size. Therefore, we can
regard Eq. (B5) as the Legendre transformation between Hqst

A (t) and
HBoltz

A (t).
To verify the relation in Eq. (B4), we numerically calculate the

right-hand side of Eq. (B4) for the quantum Carnot cycle. The para-
meters are the same as those in Sec. V. We plot the result in Fig. 9
for the cases of (a) weak (A = 0.5), (b) intermediate (A = 1.0), and
(c) strong (A = 1.5) SB coupling. The colored and the black dashed
curves represent ∂(βGqst

A )/∂β∣B,A,γ̃ and trA{ĤA(t)ρ̂qst
A (t)}, respec-

tively. Regardless of the SB coupling strength, the two curves overlap
and, therefore, Eq. (B4) is verified.

APPENDIX C: NUMERICAL IMPLEMENTATION
OF THE HEOM-MB

The choice of time step is important when performing numer-
ical integration. The program code provided in the supplementary
material of this paper uses the Runge–Kutta–Fehlberg (RKF)
method62 for integrating Eq. (11) to adaptively select the time step
size to simplify its use. When using the RKF, an appropriate time
step δt is chosen such that the estimated error ϵest is less than the
desired tolerance ϵTOL.

The estimation of the error in the time evolution from time t
to δt is performed as follows. First, we compute the ADOs at time
t + δt using the fourth- and fifth-order Runge–Kutta methods, and
we write the ADOs as ρ̂(4)n⃗ (t + δt) and ρ̂(5)n⃗ (t + δt). Here, we have
found that two ADOs [ρ̂0⃗(t) and ρ̂Ne⃗K (t)] are sufficient for the error
estimation because the HEOM-BM for ρ̂Ne⃗K (t) includes the largest
damping term,∑K

j=0 n jν j(t), which becomes the main source of the
numerical error. Then, using the two ADOs at time t + δt, we define
the estimated error ϵest as the maximum of ∣⟨+∣(ρ̂(4)

0⃗
− ρ̂(5)

0⃗
)∣+⟩∣ and

∣Re⟨+∣(ρ̂(4)n⃗ − ρ̂(5)n⃗ )∣−⟩∣, where n⃗ = 0⃗, Ne⃗K and ∣+⟩ and ∣−⟩ are the
eigenkets of σ̂z with eigenvalues 1 and −1, respectively.

If the estimated error ϵest is greater than the tolerance ϵTOL, we
change the time step δt to the new time step δtnew defined as63

δtnew = (
0.99ϵTOL

ϵest
)

0.2
δt, (C1)

and repeat the one-step evolution with the updated time step. On
the other hand, if the estimated error is less than the tolerance, we
compute the ADOs using fifth-order Runge–Kutta. The time step of
the next step is determined by Eq. (C1).

The parameter values used for the present simulations are
summarized in Table V.

TABLE V. Truncation numbers N and K used to perform the benchmark calculations
for the various parameters β and A.

β A N K

0.1 1.0 25 1
1.0 0.5, 1.0 8 4
1.0 1.5 9 5
10.0 1.0 8 6

APPENDIX D: TCL-REDFIELD AND LINDBLAD MASTER
EQUATIONS
1. TCL-Redfield equation

The TCL-Redfield equation is the reduced equation of motion
in the case of non-Markovian noise whose damping kernels are
expressed in a time-convolution-less form.15,16,64 For a spin–boson
system, the equation is expressed as

∂

∂t
ρ̂A(t) = −

i
h̵

Ĥ×Aρ̂A(t) −
F1(t)

h̵2 σ̂×x σ̂×x ρ̂A(t)

−
F2(t)

h̵2 σ̂×x σ̂×y ρ̂A(t) −
i

h̵2 D(t)σ̂×x σ̂y
○ρ̂A(t), (D1)

where the Redfield tensor elements are defined as

F1(t) =
A2h̵γ2

2
cot(

βh̵γ
2
) f 1(γ; t)

−
∞

∑
j=1

A2γ2

β
2ν(M)j

γ2
− [ν(M)j ]

2
f1(ν(M)j ; t), (D2)

F2(t) =
A2h̵γ2

2
cot(

βh̵γ
2
) f2(γ; t)

−
∞

∑
j=1

A2γ2

β
2ν(M)j

γ2
− [ν(M)j ]

2
f2(ν(M)j ; t), (D3)

and,

D(t) =
A2h̵γ2

2
f2(γ; t), (D4)

with the functions

f 1(ν; t) =
1

ω2
0 + ν2 {ν(1 − e−νt cos ω0t) + ω0e−νt sin ω0t}, (D5)

and

f 2(ν; t) =
1

ω2
0 + ν2 {ω0(1 − e−νt cos ω0t) − νe−νt sin ω0t}. (D6)

Here, ν(M)j = 2π j/βh̵ is the jth Matsubara frequency, and ω0 ≡ 2Bz/h
is the characteristic frequency of the subsystem.

2. Lindblad master equation
The Lindblad master equation was derived to have Marko-

vian dynamics and to satisfy the detailed balance condition. For
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a spin–boson system, it is expressed in terms of the creation and
annihilation operators σ̂ + and σ̂ − as follows:65

∂

∂t
ρ̂A(t) = −

i
h̵
[ĤA, ρ̂A(t)] + η+[σ̂ +ρ̂A(t)σ̂ − −

1
2
{σ̂ −σ̂ +, ρ̂A(t)}]

+ η−[σ̂ −ρ̂A(t)σ̂ + −
1
2
{σ̂ +σ̂ −, ρ̂A(t)}]. (D7)

Here, η
+

and η
−

are chosen to satisfy the detailed balance condition,
i.e., η−/η+ = eβh̵ω0 65,66 and, for comparison with the SB Hamiltonian
system described by Eq. (1) for fixed k with the RWA, we define
them as

η+ =
2πA2

π
J(ω0)n(β; ω0), (D8)

and

η− =
2πA2

π
J(ω0)[n(β; ω0) + 1], (D9)

where n(β; ω) ≡ 1/[exp(βhω) − 1].

APPENDIX E: ANOMALOUS BEHAVIOR OF OHMIC
SPIN–BOSON SYSTEM

It is crucial to emphasize that although the Ohmic SDF has been
assumed for the study of Markovian dynamics in the spin–boson
systems, this model exhibits anomalous dynamical behavior (an
infrared anomaly) at finite temperatures.31,67,68 We illustrate this
point by applying the non-Markovian tests for the spin–boson sys-
tem (i)–(iii) in Sec. III of Ref. 11 with a large γ to ensure that the
Drude SDF [Eq. (6)] reduces to

J(ω) =
h̵ω
π

. (E1)

The results are then compared with those obtained using the Lind-
blad equation (see Appendix D 2) instead of the TCL-Redfield
equation for comparison. For both calculations, we chose the same
condition as in Sec. III besides γ: we set γ = 100 for the HEOM cal-
culation. Note that the description of the Lindblad equation has also
been investigated for a Brownian oscillator system by comparing its
numerical results with exact analytical solutions.11

In Table VI, we list the equilibrium expectation values of σ̂z
for intermediate (β = 1.0) and low (β = 10.0) temperatures. For
the HEOM calculations, we set N = 8 and K = 14 for β = 1 and
N = 9 and K = 6 for β = 0.1. The Lindblad master equation is inte-
grated using the fourth-order Runge–Kutta method with time step
δt = 0.001.

TABLE VI. Expectation values ⟨σ̂z⟩ = trA{σ̂zρ̂eq
A } in the equilibrium state computed

using the HEOM-MB and the Lindblad equation for A = 1 in the cases of intermediate
(β = 1.0) and low (β = 10.0) temperature.

β HEOM Lindblad

1.0 3.31 × 10−2 0.762
0.1 2.31 × 10−2 9.97 × 10−2

FIG. 10. Fourier elements of (1) the linear response function R(1)
[ω] and (2) the

symmetric correlation function C[ω] for (a1) weak SB coupling (A = 0.5) and
(b1) intermediate SB coupling (A = 1.0) at intermediate temperature (β = 1.0)
and for (a2) intermediate temperature (β = 1.0) and (b2) low temperature
(β = 10.0) at A = 0.1. In each plot, the red and green curves represent the HEOM
and Lindblad results, respectively. In (a2) and (b2), the lower-frequency region of
the spectrum is enlarged and shown as an inset.

The Lindblad results obtained assuming a factorized and per-
turbative description of the SB interaction show the Boltzmann
distribution of the subsystem itself as the thermal equilibrium state.
By contrast, the HEOM results show significantly smaller excitation
populations, even at higher temperatures. This difference is not due
to the RWA assumed in the Lindblad equation but to the intrinsic
anomaly of the coherent elements resulting from the Ohmic SDF.

In Fig. 10, we present (1) the Fourier element of the linear
response function R(1)(t) = itrtot{[σ̂x(t), σ̂x]ρ̂eq

tot}/h̵ at intermedi-
ate temperature (β = 1.0) for (a1) weak SB coupling [A(t) = 0.5]
and (b1) intermediate SB coupling [A(t) = 1.0] and (2) the
Fourier element of the symmetric correlation function C(t)
= trtot{{σ̂x(t), σ̂x}ρ̂eq

tot}/2 for A = 1 at (a2) intermediate temperature
(β = 1.0) and (b2) low temperature (β = 10.0). The red and green
curves represent the results from the HEOM and the Lindblad equa-
tion, respectively. To perform the HEOM calculations, we set N = 7
and K = 14 in (a1), N = 9 and K = 8 in (b1), N = 9 and K = 8 in (a2),
and N = 9 and K = 6 in (b2).

The peak positions of the HEOM results in the nearly Ohmic
case are shifted toward zero frequency compared with Fig. 1 for
the non-Markovian case. This is because the effect of the fluctu-
ation on the coherent elements ⟨σ̂x⟩ = trA{σ̂xρ̂A(t)}, given by the
first term on the right-hand side of Eqs. (12) and (13), approaches
infinity in the Ohmic limit γ→∞, as was shown in the case of
the low-temperature Fokker–Planck equation.30 Since the Lindblad
master equation approach completely ignores these effects, the spec-
tra evaluated using this approach differ significantly from the actual
ones. As shown in Table VI, the difference in the coherent elements
further appears as a difference in the population distribution. The
reason why this effect is not pronounced in actual experimental
results is that the noise in a real system is not Markovian; special care
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must be taken when using the Lindblad master equation to analyze
experimental results.

APPENDIX F: EVALUATION OF THE ENTROPY
PRODUCTION

From Eq. (37), we can evaluate the quasi-static Planck poten-
tial Ξqst

tot(t) from the Gibbs energy. Then, by evaluating W̃ int
tot, we can

obtain the entropy production from Eq. (36). Here, we consider the
time-dependent SB coupling in the isothermal case to evaluate W̃ int

tot
and Σtot,

A(t) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

A0 (t < 0),

A0(1 − t/τ) (0 ≤ t < τ),
0 (τ ≤ t),

(F1)

where τ is the time duration of the bath detachment process and
A0 is the initial SB coupling strength. We assume that the Hamil-
tonian of the system is time-independent. From the Kelvin–Planck
statement, when the process is quasi-static, the intensive work per-
formed in the above-mentioned process is equal to the change in
the quasi-static Gibbs energy ΔGqst. In this section, we omit the
subscript “tot” of the Gibbs energy. In the limit of weak SB cou-
pling A(t)→ 0, the effect of bathentanglement becomes negligible,
and the reduced density operator of the subsystem is described by
the Boltzmann distribution ρ̂eq

A = e−βĤ A/ZA, where ZA = trA{e−βĤ A}

is the partition function of the subsystem; the Gibbs energy in the
weak-SB-coupling limit is expressed as Gqst

A→0 = −β−1 ln ZA.
Using ΔGqst and Gqst

A→0, we can calculate Gqst
A0

as

Gqst
A0
= Gqst

A→0 − ΔGqst. (F2)

To perform numerical simulation, we set τ = 1.0 × 104 in
Eq. (F1). The results are summarized and displayed in Table IV.
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