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Recently, two-dimensional (2D) THz-Raman spectroscopy has been used to investigate the inter-
molecular modes of liquid water. We examine such 2D spectroscopy signals by means of full molec-
ular dynamics (MD) simulations. In this way, we carry out a detailed analysis of intermolecular
interactions that play an essential role in many important chemical processes. We calculate
2D Raman-THz-THz (RTT), THz-Raman-THz (TRT), and 2D Raman signals for liquid water,
methanol, formamide, acetonitrile, formaldehyde, and dimethyl sulfoxide using an equilibrium-
non-equilibrium hybrid MD simulation algorithm originally developed for 2D Raman spectroscopy.
These signals are briefly analyzed in terms of anharmonicity and nonlinear polarizability of vibra-
tional modes on the basis of the 2D Raman signals calculated from a Brownian oscillator model
with a nonlinear system-bath interaction. We find that the anharmonic contribution is dominant in
the RTT case, while the nonlinear polarizability contribution is dominant in the TRT case. For water
and methanol, we observed vibrational echo peaks of librational motion in the 2D TRT signals. The
predicted signal profiles and intensities that we obtained provide valuable information that can be
applied to 2D spectroscopy experiments, allowing them to be carried out more efficiently. © 2014
Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons
Attribution 3.0 Unported License. [http://dx.doi.org/10.1063/1.4895908]

I. INTRODUCTION

Understanding dynamics in complex environments of
molecular liquids and biological systems has been a central
topic of investigation in chemistry and biology, because many
important chemical processes occur exclusively in such me-
dia. In the early 1990s, two-dimensional (2D) Raman spec-
troscopy was proposed for the analysis of intermolecular
vibrational motion of liquid molecules. This led to the devel-
opment of multi-dimensional spectroscopy methods, whose
spectra are obtained by recording the signals as functions
of the time durations between trains of pulses.1, 2 Multi-
dimensional spectroscopy signals are expressed in terms of
nonlinear response functions that are defined with respect to
the molecular dipole moment or the polarizability.3 Notable
examples of 2D spectroscopy for vibrational motion are fifth-
order 2D Raman spectroscopy4–52 and third-order 3D infrared
(IR) spectroscopy.53–66

In 1D vibrational spectroscopy, for which signals are de-
fined in terms of linear response functions of the optical ob-
servables, the main contribution to a signal arises from har-
monic vibrational motion, while the signal contribution from
anharmonicity is weak in comparison to the harmonic one.
Contrastingly, in multi-dimensional vibrational spectroscopy,
the anharmonicity of potentials as well as anharmonic mode
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couplings contribute significantly to a signal, because the an-
harmonic motion is the leading-order contribution in the non-
linear response functions, while the harmonic contributions
vanish. Thus, linear vibrational spectroscopy can be regarded
as the analysis of harmonic molecular motion, while multi-
dimensional vibrational spectroscopy can be regarded as the
analysis of anharmonic molecular motion.27, 66

Among the vibrational types of motion, intermolecular
vibrations play an essential role in many important chem-
ical reaction processes, because they allow to relax the
energy of intramolecular vibrations supplied by chemical
reaction processes very rapidly through the nonlinear cou-
pling between the intramolecular motions and intermolec-
ular librational motions.67–72 For the investigation of this
kind of motion, 2D Raman spectroscopy is more advan-
tageous than 2D IR spectroscopy, because Raman process
can be used to excite and detect intermolecular motion di-
rectly. 2D Raman spectroscopy was originally proposed to de-
tect homogeneous and inhomogeneous broadenings of liquid
dynamics.4, 5 Intensive studies investigating the application of
2D Raman spectroscopy to the observation of these and other
types of phenomena have been carried out through theoreti-
cal modeling,4–27 molecular dynamics (MD) simulations,28–41

and experiments.44–52 However, in such studies, it was found
that it is difficult to measure fifth-order Raman signals, due
to cascading effects that arise from a sequence of third-order
Raman signals with the same power dependence and direc-
tion as the desired 2D Raman signal.44 This difficulty was
overcome through various methods developed independently
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by the Fleming group47 and the Miller group,49 however 2D
Raman spectroscopy remains technically challenging, and for
this reason, reliable 2D signals have been obtained only for
CS2,47–50 benzene,51 and formamide liquids,52 which exhibit
strong Raman polarizability. Note that THz pulses can be used
instead of Raman pulses to probe intermolecular motion,73, 74

but 2D THz spectroscopy has been applied only to solid-state
materials,75–77 because the energy of THz pulses is still too
small with current technology.

Recently, a new spectroscopic approach, 2D THz-Raman
spectroscopy has been developed.78–80 In this approach, cas-
cading effects are suppressed, because it involves only one
Raman process, in contrast to 2D Raman spectroscopy, in
which three Raman processes are involved. Although there re-
main some technical difficulties in the application of 2D THz-
Raman spectroscopy due to the electromagnetic wave nature
of the THz field and limitations on the pulse strength, it is
expected that 2D THz-Raman spectroscopy will have a wider
applicability than 2D Raman spectroscopy. At this time, re-
liable 2D THz-Raman signals have been reported for liquid
water.80

As in the case of 2D Raman spectroscopy, however, the
analysis of 2D THz-Raman signals is somewhat complicated,
because the target of 2D THz-Raman spectroscopy consists of
low frequency collective modes that arise from the varieties of
translational, vibrational, and librational motion of molecules.
Fortunately, theories and simulation techniques developed for
2D Raman spectroscopy can also be applied to analyze the
signals of 2D THz-Raman spectroscopy, because these signals
are defined in terms of three-body correlation functions of op-
tical observables. In the 2D Raman case, theoretical analyses
have been carried out to elucidate the inhomogeneous broad-
ening of molecules,4, 5 the anharmonicity of the vibrational
potentials,6–14 the vibrational mode coupling between the in-
tramolecular and intermolecular modes,15–18 and the dephas-
ing process.19–27 MD simulation techniques applied to the
calculation of 2D Raman signals have been developed to in-
vestigate various molecular liquids.28–41

In the case of 2D IR spectroscopy, the MD simulation
can be utilized to parameterize a theoretical model, because
the primary intermolecular modes, which are the objects of
study in 2D IR spectroscopy, can be separated from the other
bath modes, as in the case of the OH stretching mode in liquid
water.60 Contrastingly in the 2D Raman and 2D THz-Raman
cases, it is not easy to find primary modes, because the objects
of study in these cases are the collective modes. Thus, we have
to evaluate 2D signals directly from the MD simulations (the
full MD simulation approach).30–41 Because quantum me-
chanical effects are minor for low-frequency intermolecular
modes at room temperature, unlike the case of intramolecular
motion,65 and because 2D THz-Raman spectroscopy employs
the three-body correlation function with two time variables,
instead of the four-body correlation function with three time
variables employed in 3D IR spectroscopy,81 the full MD sim-
ulation approach is practical.

To carry out full MD simulations, the equilibrium sta-
bility matrix approach,30–38 the non-equilibrium finite field
approach,39, 40 and the equilibrium-non-equilibrium hybrid
MD approach41 have been developed. In the equilibrium ap-

proach, the stability matrix in the nonlinear response func-
tion is evaluated by considering the equilibrium molecular
trajectories. Because the convergence of the stability matrix
for different MD trajectories is very slow,42, 43 a large amount
of storage space and powerful CPUs are required for simu-
lations. With the non-equilibrium approach, there is no sta-
bility matrix, but in this case, a great deal of computational
power is needed to subtract off lower-order field contributions
to the response. To address these problems, the hybrid method
has been developed. This method retains the desirable fea-
tures of the equilibrium MD methods, while eliminating the
need to calculate the stability matrix, because the observable
of interest is generated through use of a finite field perturba-
tion. In this way, the computational requirements are greatly
reduced.41

The full MD approach yields predictions of signal pro-
files and signal intensities. Given the technical difficulties in-
volved in experiments, this information is valuable in applica-
tion to 2D experiments, allowing for greater efficiency in their
performance. In addition, while 2D profiles are sensitive to
variations in the potential, which is created in a phenomeno-
logical manner,52 the full MD approach allows us to confirm
the validity of the MD simulation, because we can compare
the MD results directly to experimental results. Then, on the
basis of simulational and experimental results, we can ap-
ply theoretical models to analyze the signals. In this way,
experimental measurements, full MD simulations, and theo-
retical model analyses can be used in a complementary man-
ner to investigate the fundamental nature of intermolecular
interactions.

In this paper, we explore the sensitivity of 2D THz-
Raman spectroscopy by means of a full MD simulation uti-
lizing an equilibrium-non-equilibrium hybrid MD simulation
algorithm. With this approach, we calculated the 2D signals
for liquid water, methanol, formamide, acetonitrile, formalde-
hyde, and dimethyl sulfoxide (DMSO). Here, these calculated
signals are briefly analyzed on the basis of Brownian oscil-
lator models with a nonlinear system-bath interaction devel-
oped for 2D Raman spectroscopy. We evaluated the relative
signal intensities for these molecular liquids with the goal of
providing information that will allow experiments to be car-
ried out more efficiently.

In Sec. II, we present the equilibrium-non-equilibrium
hybrid algorithm used to calculate the 2D THz-Raman-THz
and Raman-THz-THz response functions. In Sec. III, we ex-
plain the theoretical framework analyzing 2D THz-Raman
signals. In Sec. IV, we describe the computational details
for the simulations of the molecular liquids studied here, the
samplers. Then, we present and discuss the results of the 2D
THz-Raman simulations in Sec. V. The 2D Raman signals
for the same molecular liquids are presented and discussed in
Appendix A. Section VI is devoted to concluding remarks.

II. EQUILIBRIUM-NON-EQUILIBRIUM HYBRID
MD ALGORITHM

We consider a molecular liquid system described by a
Hamiltonian H0(p,q), where p and q represent the momenta
and position coordinates of the molecules, respectively. The
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2D THz-Raman-THz (TRT) and Raman-THz-THz (RTT) sig-
nals are expressed in terms of the third-order nonlinear re-
sponse functions defined by the molecular dipole moment and
polarizability.78, 79 In the quantum mechanical case, these sig-
nals are given by

R
(3)
T RT (t2, t1) =

(
i

¯

)2

〈[[μ(t1 + t2),�(t1)],μ(0)]〉, (1)

R
(3)
RT T (t2, t1) =

(
i

¯

)2

〈[[μ(t1 + t2),μ(t1)],�(0)]〉, (2)

where μ(t) and �(t) are the dipole moment and the polariz-
ability of the molecules expressed as functions of the molecu-
lar positions q at time t, respectively. In Appendix A, we also
present the expressions for the 2D Raman signals.

The classical mechanical expression for the response
functions can be obtained by replacing the commutator with
the Poisson bracket as i[· · ·, · · ·]/¯→ {· · ·, · · ·}PB, where

{A, B}PB ≡ ∂A
∂q

∂B
∂p

− ∂A
∂p

∂B
∂q

, (3)

for any functions A and B. To simulate the three-body
response function, three full molecular dynamics simula-
tion approaches, namely, the equilibrium stability matrix
approach,30–38 the non-equilibrium finite field approach,39, 40

and the equilibrium-non-equilibrium hybrid MD approach,41

have been developed. Here, we adopt the hybrid approach,
which requires less computational capacity than the other
two approaches by retaining the desirable features of both
the equilibrium MD and non-equilibrium MD in the cal-
culation of the 2D signal. Using the time-transversal sym-
metry of the response function, we have 〈{{A′(t1 + t2),
A′′(t1)}PB, B(0)}PB〉 = 〈{{A′(t2), A′′(0)}PB, B(−t1)}PB〉. In
the hybrid approach, the outer Poison bracket is replaced
by the time derivative of the observable at time −t1 as
〈{A(t), B(−t1)}PB〉 = −β〈A(t)Ḃ(−t1)〉, where β is the in-
verse temperature divided by the Boltzmann constant, kB, and
Ḃ(−t1) = dB(t)/dt |t=−t1

. In equilibrium-non-equilibrium hy-
brid MD simulation algorithm,41 we evaluate the time deriva-
tive of B with equilibrium MD simulations, while we evaluate
the others with non-equilibrium MD (NEMD) simulations.
We calculate �μ�(0)(t2) = {μ(t2), �(0)}PB and �μμ(0)(t2)
= {μ(t2), μ(0)}PB for the TRT and RTT signals, respectively.
In the NEMD simulation, they are evaluated from the MD tra-
jectories with an impulsive external potential, V (t), applied at
t = 0. Thus, the full Hamiltonian becomes

H (p, q) = H0(p, q) + V (t). (4)

Here, we regard V (t) to be the interaction of the system with
the laser applied in the spectroscopy experiment. For the TRT
and RTT calculations, V (t) represents the Raman and IR in-
teractions, respectively, given by

VR(t) = −1

2
E1(t)�E2(t), (5)

VT (t) = −E1(t)μ, (6)

where E1(t) = E1δ(t) and E2(t) = E2δ(t). The expectation val-
ues of the dipole moment at time t2 with a perturbation applied

FIG. 1. Schematic representations of the hybrid MD simulations for 2D
THz-Raman-THz (TRT) spectroscopy and Raman-THz-THz (RTT) spec-
troscopy. The black line denotes the equilibrium trajectories, and the red and
blue lines denote the non-equilibrium trajectories perturbed by external elec-
tric fields and inverted external electric fields, respectively.

at time t = 0, μ�(0)(t2) and μμ(0)(t2), are evaluated from the
trajectories with the perturbations given in Eqs. (5) and (6),
respectively. To obtain �μ�(0)(t2) and �μμ(0)(t2), we must
subtract the equilibrium expectation values, calculated from
the MD trajectories without the perturbation. This can be done
efficiently by subtracting the expectation values μ̄�(0)(t2) and
μ̄μ(0)(t2) that are calculated from the trajectories with the in-
verse force fields, i.e., �μ�(0)(t2) = μ�(0)(t2) − μ̄�(0)(t2) and
�μμ(0)(t2) = μμ(0)(t2) − μ̄μ(0)(t2), as illustrated in Fig. 1.40

Then, the response functions in the THz-Raman-THz and
Raman-THz-THz cases can be expressed as

R
(3)
T RT (t2, t1) = 2β

E1E2

〈(μ�(0)(t2) − μ�(0)(t2))μ̇eq(−t1)〉,

(7)

and

R
(3)
RT T (t2, t1) = β

E1

〈(μμ(0)(t2) − μμ(0)(t2))�̇eq(−t1)〉,

(8)

where Ej is the external electric field of the jth pulse. The
expression for the 2D Raman signal is given in Appendix A.

III. CHARACTERISTIC FEATURES OF
TWO-DIMENSIONAL THZ-RAMAN SIGNALS

A. Anharmonic interactions

In order to analyze the results of the simulations of
2D TRT spectroscopy and RTT spectroscopy systems, it is
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helpful to employ a Brownian oscillator model developed for
2D Raman spectroscopy. In the study of vibrational spec-
troscopy, response functions are expressed in terms of the
dipole moment μ(q′) and/or polarizability �(q′′), which de-
pend on the molecular coordinates of the IR active modes, q′,
as μ(q′) = μ0 + μ1q′ + μ2q′ · q′ + · · · and the Raman ac-
tive modes, q′′, as �(q′′) = �0 + �1q′′ + �2q′′ · q′′ + · · ·,
respectively. Note that the intermolecular modes are usually
both IR and Raman active, i.e., q ∝ q′ ∼ q′′, because there is
no symmetry to distinguish the IR and Raman active modes
for low-frequency collective modes.

In the 2D Raman case, the signal is expressed as
〈[[�̂(t12), �̂(t1)], �̂(0)]〉 for t12 = t1 + t2, as shown
in Appendix A, while 2D TRT and RTT response
functions are expressed as 〈[[μ̂(t12), �̂(t1)], μ̂(0)]〉 and
〈[[μ̂(t12), μ̂(t1)], �̂(0)]〉, respectively. If the interaction po-
tentials are harmonic, their lowest-order terms, e.g.,
μ2

1�1 〈[[q′(t12), q′(t1)], q′′(0)]〉, do not contribute to the
signal, because the ensemble averages of the correla-
tion functions involved in the response function, e.g.,
tr{q′(t12)q′(t1)q′′(0)exp [− βH0(p, q)]}, become Gaussian in-
tegrals of odd order in q′ or q′′. However, if the interaction po-
tentials are anharmonic6–14 or if there are anharmonic mode-
mode couplings,15–18 the lowest-order contribution survives,
because the ensemble averages are no longer Gaussian in-
tegrals. The signal from this term appears along the t2 axis
with a time delay of �t2 ≈ 1/2ω from the t1 axis, where ω

is the characteristic frequency of the vibrational mode, and
hence we can distinguish this contribution from the other
contributions.6, 14 The experimentally obtained signal for CS2
indicates the existence of anharmonic contributions.47–49

B. Vibrational dephasing and energy relaxation

When the nonlinear elements of the dipole moment
μ2 and/or polarizability �2 are large, we can observe a
signal even if the anharmonic interactions are weak, be-
cause the thermal averages become Gaussian integrals of
even order in q′ and q′′, due to the nonlinear dipole and
polarizability elements, e.g., 〈[[q′(t12), q′(t1)], q′′2(0)]〉 and
〈[[q′(t12), q′′2(t1)], q′(0)]〉.4, 5

Among the contributions from the nonlinear polarizabil-
ity, we can often distinguish the term 〈 [[q′(t12), q′′2(t1)],
q′(0)]〉 from the others, because this term exhibits an echo
peak along the diagonal direction, i.e., t1 = t2, which is useful
for estimating the dephasing time scale.4, 5, 19–22 The mecha-
nism responsible for the echo peak from this term has been
described using the energy diagrammatic representation.19–22

This description is presented in Appendix B. In the pure
homogeneous case of 2D Raman spectroscopy, however,
the contribution from the nonlinear polarizability exhibits
non-decaying peaks along the t2 axis and in the t1 = t2
direction.4, 24 When vibrational energy relaxation takes place,
these peaks decay in time,23–27 and we can explore the time
scale and mechanism of vibrational relaxation from these sig-
nal profiles.

Note that in 2D IR spectroscopy, for the intramolecu-
lar modes of a solute molecule, the effects of energy relax-

ation are usually ignored, while dephasing is not. This is be-
cause the excitation energies of the solute modes are much
higher than the energies of the solvation bath modes, and
hence the energy transfer from intra-molecular modes to the
bath modes is inefficient.63–66 In the 2D Raman and 2D THz-
Raman cases, however, both relaxation and dephasing are im-
portant, because the vibrational energies of intermolecular
modes are very close to the thermal energy. In order to in-
clude the effects of energy relaxation, we employ an oscillator
model with a nonlinear and non-Markovian system-bath inter-
action instead of a phenomenological stochastic model.27 The
2D Raman signals calculated with this model describe the dif-
ference between the 2D profiles for the inhomogeneous case
and the homogeneous case in a unified manner as a function
of the noise correlation time induced by the bath modes.

C. Two-dimensional THz-Raman-THz
and Raman-THz-THz signals

While 2D TRT, 2D RTT, and 2D Raman signals are
all defined in terms of the three-body response functions,
the information obtained from 2D TRT and 2D RTT spec-
troscopy measurements can be different from that obtained
from 2D Raman spectroscopy measurements, because the
nonlinearity of the dipole elements is weaker than that
of the polarizability. This is because the dipole moment
is a linear function of the distance between the charges,
while the nonlinear dipole-induced dipole interactions are
weak. Contrastingly, because the polarizability originates
from the electronic states of molecules, which depend on
the complex configurations of the atoms and molecules,
the nonlinear elements of the polarizability are not small.
Hence, we have μ2

1�2 
 μ1μ2�1. Thus, while the terms
〈[[q′′(t12), q′′(t1)], q′′2(0)]〉, 〈[[q′′(t12), q′′2(t1)], q′′(0)]〉, and
〈[[q′′2(t12), q′′(t1)], q′′(0)]〉 contribute equally in the 2D Ra-
man case, illustrated Eq. (A3), the first one is larger than
the others in the case of 2D RTT spectroscopy, whereas the
second is larger than the others in the case of 2D TRT spec-
troscopy. These signals are expressed as

R
(3)
T RT (t2, t1) = μ2

1�1 〈[[q′(t12), q′′(t1)], q′(0)]〉
+μ2

1�2 〈[[q′(t12), q′′2(t1)], q′(0)]〉 , (9)

R
(3)
RT T (t2, t1) = μ2

1�1 〈[[q′(t12), q′(t1)], q′′(0)]〉
+μ2

1�2 〈[[q′(t12), q′(t1)], q′′2(0)]〉 . (10)

Some representative Feynman diagrams involved in Eqs. (9)
and (10) are presented in Appendix B. Because the second
term in Eq. (9) is responsible for the echo peak, and because
there are no other contributions to order μ2

1�2 in the case of
TRT spectroscopy, we should be able to observe an echo sig-
nal in the TRT signal that is clearer than that in the 2D Raman
signal.

IV. COMPUTATIONAL DETAILS

We calculated the 2D TRT and RTT signals for water,
methanol, formamide, acetonitrile, formaldehyde, and DMSO
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TABLE I. Computational details employed for each molecular liquid in the 2D THz-Raman-THz (TRT),
Raman-THz-THz (RTT), and 2D Raman (2DR) simulations.

ρ T
Ea (V/Å) Nsamp

b (×106)

Molecule Potential Polarizability (g/cm3) (K) V
R

V
T

TRT, 2DR RTT

Water TIP4P/200584 Huiszoon91 0.997 300 5.0 1.0 1.36 1.36
Methanol B385 Atomic83 0.786 300 5.0 1.0 1.36 1.36
Formamide Modified T86, 87 Atomic83 1.120 300 5.0 2.5 1.20 1.20
Acetonitrile 6-site model88 Atomic83 0.777 300 5.0 5.0 0.96 1.92
Formaldehyde 4-site model89 Atomic83 0.815 260 2.0 2.5 1.36 1.36
DMSO 4-site model90 (see Appendix C) 1.100 300 4.0 5.0 3.20 4.80

aThe intensities of the external electrical fields applied in the NEMD simulations to evaluate the 2D TRT, 2DR, and 2D RTT
response functions.
bThe numbers of initial configurations used to evaluate the 2D TRT, 2DR, and 2D RTT response functions.

liquids using MD simulations. The simulations included 108
molecules, with periodic boundary conditions in a cubic box.
Using the same conditions, we also calculated the 2D Raman
signals presented in Appendix A. Full-order dipole-induced
dipole models82, 83 were employed to evaluate the total dipole
moment and polarizability at the center of mass in all simula-
tions. The interaction potentials and polarizability were cut
off smoothly at the half length of the system boxes using
a switching function. The long-range Coulomb interactions
and charge-induced dipole interactions were calculated with
the EWALD sum. The intramolecular geometries were kept
rigid for all simulations, with the constraint provided by the
RATTLE algorithm. The equations of motion were integrated
using the velocity-Verlet algorithm with time steps of 2.5 fs.
The volume and energy were fixed after the completion of the
isothermal simulations carried out for equilibration. The sim-
ulation models and conditions accompanying selected values
of the average density, ρ, and temperature, T, for each molec-
ular liquid are listed in Table I.

V. RESULTS AND DISCUSSION

A. Formaldehyde and dimethyl sulfoxide

We first consider polar nonprotic solvents exhibiting sim-
ple 2D profiles. Figures 2(a) and 2(b) display the zzzz ten-
sor elements of the third-order (I) TRT and (II) RTT response
functions for formaldehyde and DMSO liquids, respectively.
In each figure, a nearly symmetric signal peak along the −t1
= t2 axis in the TRT region is observed, while an elongated
negative peak along the t2 axis is observed in the RTT region.
The characteristic features of the positive peak in the TRT re-
gion and the negative peak in the RTT region are similar to
those of a peak that arises from the nonlinear polarizability
and a peak that arises from the anharmonicity in a pure de-
phasing case,23–27 respectively, as illustrated by the 2D signals
for an anharmonic oscillator with nonlinear system-bath in-
teraction presented in Appendix D. This indicates that, while
the dominant contribution to the TRT signal is from the non-
linear polarizability, μ2

1�2 〈[[q′(t12), q′′2(t1)], q′(0)]〉, that to
the RTT signal is from the anharmonicity of molecular inter-
actions, μ2

1�1 〈[[q′(t12), q′(t1)], q′′(0)]〉. Although the effect
is minor, we also observe an anharmonic contribution in the
TRT case, appearing as the negative peak along the t2 axis.

In the case of formaldehyde, the peak in the TRT region
extends very close to the t1 and t2 axes, while in the case of
DMSO is elongated along the −t1 = t2 line. Results of nu-
merical calculations carried out for a system-bath model pre-
sented in Fig. 4 of Ref. 24 indicate that the damping in the
formaldehyde case is much stronger than that in the DMSO
case. Because of the strong damping, the negative anharmonic
peak for formaldehyde near the t2 axis is more strongly sup-
pressed in the t1 directions than that for DMSO.

B. Formamide and acetonitrile

Figures 3(a) and 3(b) display the zzzz tensor elements of
the (I) 2D TRT and (II) 2D RTT signals for formamide and
acetonitrile, respectively. The profiles in these cases are sim-
ilar to those in the formaldehyde and DMSO cases, but the
peak in the case of formamide is slightly elongated in the −t1
and t2 directions. This indicates that the damping in the case
of formamide is weaker than that in the previous cases.

While the TRT and RTT signals are similar in the for-
mamide, acetonitrile, formaldehyde, and DMSO cases, the 2D

FIG. 2. The zzzz tensor elements of (I) the 2D THz-Raman-THz (TRT) sig-
nal and (II) the Raman-THz-THz signal (RTT) for (a) formaldehyde and (b)
DMSO liquids, respectively. Positive and negative signals are represented by
red and blue colors, respectively, and the time axis t1 has been inverted in the
TRT cases. The TRT and RTT signals have been normalized with respect to
the maximum peak intensity of the TRT signal.
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FIG. 3. The zzzz tensor elements of (I) the 2D THz-Raman-THz (TRT) sig-
nal and (II) the Raman-THz-THz signal (RTT) for (a) formamide and (b) ace-
tonitrile liquids, respectively. Positive and negative signals are represented by
red and blue colors, respectively, and the time axis t1 has been inverted in the
TRT cases. The TRT and RTT signals have been normalized with respect to
the maximum peak intensity of the TRT signal.

Raman signals for these liquids are quite different, as shown
by Fig. 5 in Appendix A. This is because the 2D Raman sig-
nals arise from a variety of terms, which can be positive or
negative, depending on the signs of the nonlinear polarizabil-
ity and anharmonicity. The differences seen in Fig. 5 indicate
that there is information that can be obtained only from 2D
Raman spectroscopy. Thus, we conclude that 2D THz-Raman
and 2D Raman spectroscopy measurements are complemen-
tary, although the applicability of 2D Raman spectroscopy is
still limited.

C. Water and methanol

The simulation results for the zzzz tensor elements of
(I) the TRT response function and (II) the RTT response
function for water and methanol liquids are presented in
Figs. 4(a) and 4(b), respectively. The results for water are sim-
ilar to those obtained in Refs. 78 and 79. Note that the signs
of the signals in the previous results are opposite of those for
the present results, because the i2 factor in the third-order re-
sponse function was ignored in the results.

We find that 2D profiles for water and methanol differ
dramatically from those for the other four liquids. This is be-
cause water and methanol form cluster structures via hydro-
gen bonds that change rapidly in time through fast transla-
tional and librational motion.

In both water and methanol, the TRT signals are
similar to the 2D Raman signal calculated using a non-
Markovian Brownian model with a nonlinear system-bath in-
teraction that was introduced to describe a vibrational de-
phasing, as presented in Fig. 14(iii-b) of Ref. 27, while
the RTT signals are similar to that calculated using a non-
Markovian anharmonic Brownian model with a nonlinear
system-bath interaction, as presented in Fig. 14(iii-a) of
Ref. 27. This implies that the dominant contributions to
the TRT signal is that from μ2

1�2 〈[[q′(t12), q′′2(t1)], q′(0)]〉,

FIG. 4. The zzzz tensor elements of (I) the 2D THz-Raman-THz (TRT) signal
and (II) the Raman-THz-THz signal (RTT) for (a) water and (b) methanol
liquids, respectively. Positive and negative signals are represented by red and
blue colors, respectively, and the time axis t1 has been inverted in the TRT
cases. The TRT and RTT signals have been normalized with respect to the
maximum peak intensity of the TRT signal.

while the dominant contribution to the RTT signal is that from
μ2

1�1 〈[[q′(t12), q′(t1)], q′′(0)]〉.
In both figures, elongated peaks parallel to the t2 axis ap-

pear in both the TRT and RTT regions. Their cause should
be attributed to the anharmonicity of vibrational motion that
may be described by an anharmonic non-Markovian Brow-
nian model with a nonlinear system-bath interaction, as ob-
served in the anharmonic case in Ref. 27. Because the de-
cay of these peaks is faster in the case of water than in the
case of methanol, we conclude that the energy relaxation of
librational motion of water is faster than that of methanol in-
dicating the coupling strength of hydrogen bonds in water is
stronger than that in methanol. In the TRT case, we observe a
peak along the line −t1 = t2. This peak is attributable to the vi-
brational echo peaks that arise from the librational motion.35

D. Signal intensities

One significant advantage of calculating 2D signals us-
ing a full MD approach is its capability to estimate the sig-
nal intensities for different liquids. Such information can
be used when conducting experiments and reduce the ef-
fort needed to detect a signal. In Table II, we list the
relative intensities of the 2D TRT, RTT, and 2D Raman sig-
nals for the molecular liquids investigated here, as evalu-
ated from the maximum peak strength. We normalized the
intensities of the TRT and RTT signals with respect to that
for liquid water in the TRT region. As references, we also
list the intensities of the zz element for the 1D THz re-
sponse, R

(1)
T (t1) = β 〈μ(t1)μ̇(0)〉, and the zzzz element for the

1D Raman response, R
(3)
R (t1) = β 〈�(t1)�̇(0)〉, for all sam-

ples. It is seen that the intensities of the 2D TRT signals are
stronger than those of the RTT signals, on average. This is
because the nonlinear polarizability contribution in the TRT
case, μ2

1�2 〈[[q′(t12), q′′2(t1)], q′(0)]〉, is stronger than that
in the RTT case, μ2

1�2 〈[[q′(t12), q′(t1)], q′′2(0)]〉, due to the
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TABLE II. Relative intensities of the 1D THz, 1D Raman, 2D THz-Raman-THz (TRT), 2D Raman-THz-THz
(RTT) and 2D Raman (2DR) signals for the molecular liquids studied here. Each signal intensity is divided by
the system volume. The 1D THz, 1D Raman, and 2D Raman signal intensities are normalized with respect to
the intensity of the water signal, while the 2D TRT and RTT signals are normalized with respect to the 2D TRT
intensity of the water signal. The ratio of the RTT and TRT signal intensities, I

RT T/T RT
= |R(3)

RT T |/|R(3)
T RT |, and

the estimated signal intensity, Rest =
√

R
(1)
T ·R(1)

T ·R(3)
R , are also displayed.

Molecule |R(1)
T | |R(3)

R | |R(3)
T RT | |R(3)

RT T | IRTT/TRT |Rest| |R(5)
2DR |

Water 1 1 1 1.01 1.01 1 1
Methanol 0.213 1.23 0.476 0.386 0.811 0.355 3.76
Formamide 0.266 13.3 0.712 0.416 0.584 1.453 25.0
Acetonitrile 0.175 4.40 0.385 0.230 0.599 0.630 11.1
Formaldehyde 0.419 14.9 1.38 0.924 0.669 2.144 64.7
DMSO 0.130 2.07 0.0628 0.0618 0.983 0.371 2.49

oscillatory factors depicted in Fig. 6(iv), in contrast to the
rephasing echo case depicted in Fig. 6(ii). It is shown that
the 2D RTT and TRT signals for water are strong among the
molecular liquids investigated here, while the 2D Raman sig-
nal is weakest for water, because of its weak anisotropic po-
larizability. In the 2D Raman case, the trend of the signal in-
tensities among the liquids is determined by the magnitude
of the polarizability.41 Using the calculated 1D THz and 1D
Raman intensities, we estimated the signal intensity of the 2D

THz Raman response as Rest =
√

R
(1)
T ·R(1)

T ·R(3)
R . The results

obtained in this manner are qualitatively consistent with the
general trend observed among the intensities, but they do not
account quantitatively for individual values of the intensities
listed in Table II. This is because the anharmonicity, nonlin-
ear polarizability, and the different selection rules for the THz
and Raman signals also play important roles in determining
the signal intensities in 2D THz-Raman spectroscopy.

Except in the DMSO case, the 2D THz-Raman signals
obtained for the other liquids are not weak compared to that
for water. This suggests that it is possible to measure these
signals experimentally. In addition, the 2D Raman signal for
formaldehyde should be detectable, because the signal ob-
tained in our simulations is stronger than the formamide sig-
nal, which has been observed experimentally.52

VI. CONCLUSIONS

We calculated the 2D TRT, RTT, and 2D Raman signals
for water, methanol, formamide, acetonitrile, formaldehyde,
and DMSO utilizing an equilibrium-non-equilibrium hybrid
MD simulation algorithm. While the 2D signal profiles of
formamide, acetonitrile, formaldehyde, and DMSO are sim-
ilar and featureless, that of water and methanol exhibit rich
profiles, reflecting the fast librational and translational mo-
tions with dephasing and relaxation. We demonstrated that
the dominant contribution to the 2D RTT signal arises from
the anharmonicity of molecular interactions, while that to the
2D TRT signal arises from the nonlinear polarizability, which
is sensitive to the dephasing process characterized by an echo
peak.

In this paper, we analyze the calculated signals using the
previously calculated 2D Raman signals based on the Brow-
nian model with nonlinear system-bath interaction. To inves-

tigate the role of the nonlinear polarizability, anharmonicity,
energy relaxation, and dephasing of vibrational modes for the
2D TRT and RTT signals, we need to calculate the TRT and
RTT signals separately as shown in Appendix D. In the case
of water and methanol, non-Markovian and non-perturbative
system-bath interactions play an essential role as indicated
by the model calculations of 2D Raman signals. The inten-
sive model calculations based on non-Markovian and non-
perturbative Fokker-Planck equations have to be carried out
for varieties of physical conditions to identify the key features
of dynamics. We will leave it for future studies.

In this work, we used a rigid molecular model for all
liquids, and we did not consider intra-molecular vibrational
motion. Although the potential models and polarization func-
tion employed here are widely used, we feel that they are
not sufficiently accurate to reliably calculate 2D signals, be-
cause the 2D profiles of nonlinear response functions are ex-
tremely sensitive to the accuracy of the potential and polar-
ization functions, as illustrated by the 2D Raman profiles of
formamide.52 In addition, the impulsive laser excitation used
here is not realistic in the case of THz spectroscopy, because
the frequency of the pulse used in experiments is so small
that the pulse profile becomes a fragment of a sinusoidal
function.

In order to make a direct comparison between the results
of our simulations and experimentally obtained results,80 we
must address the above points by modifying the potential and
polarization functions in accordance with experimental sys-
tems. Nevertheless, we believe that the present results eluci-
date the key features of 2D TRT and 2D RTT spectroscopy
methods with regard to probing the fundamental nature of in-
termolecular interactions.
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APPENDIX A: FIFTH-ORDER TWO-DIMENSIONAL
RAMAN SIGNALS

The fifth-order response function in 2D Raman spec-
troscopy is expressed in terms of the molecular polarizability
as

R
(5)
2DR(t2, t1) =

(
i

¯

)2

〈[[�(t1 + t2),�(t1)],�(0)]〉. (A1)

For the polarizability, �(q′′) = �0 + �1q′′ + �2q′′ · q′′

+ · · ·, where q′′ is the molecular coordinate of the Raman
active mode, this is expressed as

R
(5)
2DR(t2, t1) = �3

1 〈[[q′′(t12), q′′(t1)], q′′(0)]〉
+�2

1�2 〈[[q′′(t12), q′′(t1)], q′′2(0)]〉
+�2

1�2 〈[[q′′(t12), q′′2(t1)], q′′(0)]〉
+�2

1�2 〈[[q′′2(t12), q′′(t1)], q′′(0)]〉 , (A2)

where t12 = t1 + t2. Compared with the response functions
for the 2D TRT and RTT cases given in Eqs. (9) and (10), the
2D Raman response function involves a variety of terms that
arise from the nonlinear polarizability.

In the equilibrium-non-equilibrium hybrid MD approach,
the fifth-order response function is evaluated from the classi-
cal MD as41

R
(5)
2DR(t2, t1) = 2β

E1E2

〈(��(0)(t2) − ��(0)(t2))�̇eq(−t1)〉,

(A3)

with the laser-interaction given in Eq. (5).
Under the same conditions as in the RTT and TRT cases

presented in Table I, we also calculated the zzzzzz tensor el-
ements of the fifth-order response functions for the molec-
ular liquids investigated here. The results are presented in
Fig. 5. Note that the oscillatory behavior of the DMSO and
formamide signals in the t1 direction is an artifact of the slow

FIG. 5. The zzzzzz tensor elements for the fifth-order response functions of
(a) formaldehyde, (b) DMSO, (c) formamide, (d) acetonitrile, (e) water, and
(f) methanol in the case of 2D Raman spectroscopy. Positive and negative
signals are represented by red and blue colors, respectively, and the signal
intensities are normalized with respect to the absolute value of the peak signal
intensities.

convergence signal evaluated from the time derivative of the
polarizabilities.

The 2D Raman signals for water, displayed in Fig. 5(e),
and acetonitrile, displayed in Fig. 5(d), are very similar to the
previous results presented in Fig. 2(a) of Ref. 35 and Fig. 6(a)
of Ref. 41, respectively. The calculated formamide signal ap-
pearing in Fig. 5(c) is closer to the results given in Ref. 41
than those given in Ref. 52. This is because, although we em-
ployed the same potential, here we used the full-order polar-
ization function,82, 83 while the results given in Ref. 52 were
obtained using the first-order polarization function.

Although formaldehyde, DMSO, formamide, and acetn-
itorile exhibit similar 2D profiles in the cases of 2D TRT
and RTT spectroscopy, they do not in the 2D Raman case.
This is because many contributions of various magnitudes
and signs from the anharmonicity and nonlinear polarizabil-
ity are superimposed in the 2D Raman case. Nevertheless,
we found that the TRT signals for acetnitorile, DMSO, wa-
ter, and methanol are similar to the 2D Raman signals plotted
in Figs. 5(b), 5(d), 5(e), and 5(f), respectively. This indicates
that the contribution of the nonlinear polarizability is stronger
than that of the anharmonicity in these liquids.

We observed echo signals in the water and methanol
cases. A detailed mode analysis of the 2D Raman signal for
liquid water was carried out by means of an equilibrium MD
simulation.29, 35 It was shown that the echo signal on the t1
= t2 line arises from �2

1�2 〈[q′′(t1 + t2), [q′′2(t1), q′′(0)]]〉. In
the 2D Raman case, however, because the other contributions
from the anharmonicity and nonlinear polarizability are su-
perimposed on the echo signal, identification of the echo peak
is not as easy as in the 2D TRT case.

In Table II, we list the relative intensities of the fifth-order
response functions for the liquids investigated here. It is seen
that the signal intensity of acetonitrile is approximately 10
times stronger than that for water. This result differs from
that given in Ref. 41, because the present results were ob-
tained using the full-order dipole-induced dipole model, while
those given in Ref. 41 were obtained using the first-order
one. The signal intensities for methanol and DMSO are weak,
while that for formaldehyde is stronger than that measured ex-
perimentally for formamide.52 This suggests that we should
be able to detect the 2D Raman signal for formaldehyde
experimentally.

APPENDIX B: OPTICAL LIOUVILLE PATHS FOR
TWO-DIMENSIONAL THZ-RAMAN-THZ AND
RAMAN-THZ-THZ SPECTROSCOPY

In this appendix, we present some representative double-
sided Feynman diagrams involved in 2D TRT and RTT spec-
troscopy. Note that a quantum diagrammatic approach is
helpful to gain insight into the underlying processes and to
elucidate the 2D signal profiles even in the case of a classi-
cal MD simulation, because classical and quantum mechani-
cal dynamics yield little discrepancy in the case of vibrational
motion if the anharmonicity is very weak. While a THz pulse
can create only one quantum excitation or de-excitation, de-
noted by μ1q′, a Raman pulse can create a double excitation
through the large nonlinear polarizability, denoted by �2q′′2,
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in addition to a single excitation, denoted by �1q′′, where q′

and q′′ are the coordinates of the IR and Raman active oscil-
lators modes.

We consider the case in which the modes are both IR and
Raman active, and hence q ∝ q′ ∼ q′′. In the energy eigenstate
representation, the vibrational mode is denoted by the bra
state 〈n| and the ket state |m〉 for the eigenenergies En and Em,
respectively. Then, the Liouville state is expressed as |m〉 〈n|.
The coordinate state is expressed in terms of the creation and
annihilation operators â† and â as q ∝ (â† + â). Then, the
eigenstate |n〉 is converted into |n + 1〉 and |n − 1〉 by the
linear IR and Raman excitations, while |n〉 is converted into
|n + 2〉 (two-quantum excitation), |n − 2〉 (two-quantum de-
excitation), and |n〉 (zero-quantum excitation) in the nonlinear
case through q2 |n〉 ∝[(â†)2 + â2 + â†â + ââ†] |n〉.19–22

Because the double excitation does not play a role in the
THz excitation, there are fewer diagrams involved in 2D THz-
Raman spectroscopy than in the 2D Raman case. We present
representative diagrams of 2D TRT and 2D RTT response
functions in Fig. 6. We note that the final state after the last
interaction must be in a population state, |n〉 〈n|, because of
the trace operation involved in the response function. The di-
agrams in Figs. 6(i) and 6(ii) arise from the first and second
terms of Eq. (9), while the diagrams in Figs. 6(iii) and 6(iv)
arise from the first and second terms of Eq. (10), respectively.
The time propagator of each diagram without dissipation was
also evaluated and displayed in each diagram of Fig. 6, where
E1 − E0 = ¯ω and E2 − E1 = ¯(ω − �).

For the lowest-order response cases depicted in Figs. 6(i)
and 6(iii), the anharmonic interaction is represented by the
green crosses. This interaction causes the excitation to dif-
ferent states without a laser interaction. The anharmonic in-
teraction is essential for there to exist a signal at this order,
because the Liouville paths do not terminate in the population
state |n〉 〈n| without it. The signal obtained from this contri-
bution is elongated in the t2 direction in the weak anharmonic

FIG. 6. Some representative optical Liouville paths involved in 2D THz-
Raman-THz and Raman-THz-THz spectroscopy. Diagrams (i) and (ii) are
from the first and second terms of Eq. (9), while diagrams (iii) and (iv) are
from the first and second terms of Eq. (10), respectively. The red and blue
arrows indicate THz and Raman excitations, respectively. Anharmonic in-
teraction is indicted by the green crosses. The double circles represent the
double quantum transition arising from the nonlinear polarizability of Raman
excitation.

case, due to the slow decay of the excitation through the an-
harmonic coupling over a period of length t2.

The diagrams in Figs. 6(i) and 6(ii) for the TRT sig-
nal exhibit different forms of time evolution, specifically,
exp [−iωt2]exp [ − iωt1] and exp [i(ω − �)t2]exp [ − iωt1],
respectively. The contribution displayed in Fig. 6(ii) exhibits
an echo signal in a direction corresponding to t1 ≈ t2 if the
anharmonic contribution described by Fig. 6(i) is weak.

APPENDIX C: THE MOLECULAR POLARIZABILITY
OF DMSO

In the DMSO case, the molecular polarizability α for MD
simulations was evaluated with ab initio calculations, which
were carried out at B3LYP/6-311++G(3df, 3pd) level after
optimizing the positions of the H atoms at the same level,
while those of the other atoms were fixed with the same ge-
ometry as in the case of the rigid potential model presented
in Ref. 90. We used the Gaussian 09 program package92 to
carry out ab initio calculations. Then, the polarizability was
evaluated using sum-over-states perturbation theory (in units
of Å3) as93–95

α =

⎡
⎢⎢⎣

9.6440 0.0000 0.0000

0.0000 8.5660 0.8928

0.0000 0.8928 7.3860

⎤
⎥⎥⎦, (C1)

where the X axis is defined as that connecting the methyl
groups (Me), the Y axis lies along the bisector of the Me-S-
Me angle, and the Z axis is perpendicular to the XY plane.
Here, the two methyl groups and the sulfur atom lie in
the XY plane, and the oxygen atom is positioned in the
positive Z direction. The average isotropic polarizability, α

= (αxx + αyy + αzz)/3, was found to be 8.5320 Å3, which
is slightly larger than the experimentally obtained value,
7.97 Å3.96, 97

APPENDIX D: TWO-DIMENSIONAL SIGNALS
CALCULATED FROM A FOKKER-PLANCK EQUATION
WITH A NONLINEAR SYSTEM-BATH INTERACTION

In this appendix, we demonstrate the difference between
2D TRT and 2D RTT signals based on a Brownian oscillator
model with a nonlinear system-bath interaction that was intro-
duced to take into account the effects of vibrational dephasing
and relaxation,23–27, 63–66, 98–101

Htot = ¯ω0

2
p2 + U (q) +

∑
j

[
p̂2

j

2mj

+ mjω
2
j

2

×
(

x̂j − αj

(
VLLq + 1

2VSLq2
)

mjω
2
j

)2 ]
, (D1)

where p and q are the dimensionless coordinate and
momentum,14 U(q) is the potential, and we introduced the
fundamental frequency ω0 ≡ U′′(q)/¯. The bath degrees of
freedom are treated as an ensemble of harmonic oscilla-
tors, and the momentum, coordinate, mass, frequency, and
the coupling strength between the system and the jth bath
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oscillator are given by p̂j , x̂j , mj, ωj, and αj, respectively.
The system-bath interaction is denoted by HI = −(VLLq

+ 1
2VSLq2)

∑
j αj x̂j , where VLL and VSL are the linear-linear

(LL) and square-linear (SL) system-bath coupling strength.
As shown in Refs. 27 and 66, while the LL interaction mainly
contributes to energy relaxation, the SL system-bath interac-
tion leads to the vibrational dephasing for the slow modula-
tion case due to the frequency fluctuation of system vibration.
Here, we consider a classical Markovian heat-bath so that we
can utilize a classical Markovian Fokker-Planck equation ex-
pressed as23, 27

∂

∂t
W (p, q; t)

= −p
∂

∂q
W (p, q; t) + 1

¯ω0

∂U (q)

∂q

∂

∂p
W (p, q; t)

+ ζ

ω0

(VLL+VSLq)2 ∂

∂p

(
p+ kBT

¯ω0

∂

∂p

)
W (p, q; t), (D2)

where T is the temperature and ζ is the system-bath coupling
strength. We employ the same harmonic and Morse poten-
tials with fundamental frequency, ω0 = 38.7 cm−1, that were
used in the previous studies of 2D Raman spectroscopy, ex-
cept the curvature of the potential with a = 0.0728 for Morse
potential.14, 27 We then chose the system-bath coupling pa-
rameters for ζ = 0.5ω0 with VLL = 0 and VSL = 1 (pure de-
phasing case) and the temperature for T = 300 K. To calculate
2D THz-Raman signals, we expand the dipole moment μ(q)
= μ1q with μ1 = 1 and the polarizability �(q) = �1q
+ �2q2 with �1 = −1 and �2 = 0.05, respectively. Using
the procedure explained in Refs. 23–26, and 27, we calculate
the 2D TRT and RTT signals defined in Eqs. (1) and (2), re-
spectively. These results are presented in Fig. 7.

The signal in the TRT and RTT regions in the har-
monic case arises from μ2

1�2 〈[q(t1 + t2), [q2(t1), q(0)]]〉
and μ2

1�2 〈[q(t1 + t2), [q(t1), q2(0)]]〉, whereas those in the
Morse case have the contributions from the anharmonicity

FIG. 7. The profiles of (I) 2D THz-Raman-THz (TRT) and (II) 2D Raman-
THz-THz (RTT) for (a) Morse and (b) harmonic oscillator with a nonlinear
system-bath interaction, respectively. Positive and negative signals are rep-
resented by red and blue colors, respectively, and the time axis t1 has been
inverted in the TRT cases. The TRT and RTT signals have been normalized
with respect to the maximum peak intensity of the TRT signal.

expressed as the second terms in Eqs. (9) and (10), respec-
tively. The difference between the Morse and harmonic case
clearly indicates that the elongation of the peak in the t2
direction in the Morse case occurs due to the anharmonic-
ity of the vibrational mode. In the TRT region in Fig. 7(a),
the anharmonic contribution appears for large time t2, while
the nonlinear polarizability, μ2

1�2 〈[q(t1 + t2), [q2(t1), q(0)]]〉
is dominant for small time t2. In the RTT region, how-
ever, the contribution from the nonlinear polarizability
is so small that the signal is dominated by the anhar-
monic contribution. This indicates that the contribution from
μ2

1�2 〈[q(t1 + t2), [q2(t1), q(0)]]〉 plays more important role
than μ2

1�2 〈[q(t1 + t2), [q(t1), q2(0)]]〉 in the 2D THz-Raman
spectroscopy.

For the calculations presented here, we assumed a
Markovian noise bath. Therefore, the memory time of the
fluctuations is zero and there is no echo feature predicted,
neither in the TRT nor in the RTT signals. Although com-
putationally more expensive, it is possible to use hierarchy of
equations of motion to take into account the non-Markovian
and non-perturbative fluctuation to calculate the TRT and
RTT signals separately.24–27
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