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1. INTRODUCTION

Molecular dynamics (MD) simulation is a powerful means to
analyze optical spectra such as infrared (IR) and Raman spectra,
since we canmonitor molecularmotions andmanipulate physical
conditions in a variety of ways. However, the applicability of MD
is limited by CPU power due to the numerous molecular degrees
of freedom for a system in condensed phase. In such a case, a full
quantum simulation is not affordable and one has to treat the
molecular motions and interactions classically. Taking advantage
of easy-to-use classical dynamical formulations and classical inter-
action potentials, one can calculate linear and nonlinear optical
spectra defined by the response functions of the dipole moment or
polarizability of the total system.1 While this approach is handy, it is
phenomenological; molecular interactions inherently arise from the
interactions between the atoms and their surrounding electrons;
however, classical MD simulations replace these interactions by
empirical potentials to reproduce either experimental results or ab
initio electronic structure calculations.

Among the molecular liquids, water is of great interest due to
its many unusual properties2 and its important role in biology
and chemistry. Numerous studies of optical spectra of liquid
water have been carried out by computer simulations with
various methods including MD.3�17 A tremendous effort has
been made to create potential models to account for IR and
Raman spectra of liquid water. Because the dipole moment and
polarizability of a water molecule are sensitive to its environment,
their evaluation is a delicate issue when one simulates the optical
properties of liquid water by means of MD simulations. The
dipole moment and polarizability are functions of the instanta-
neous charge density and its response with respect to the electric
fields; therefore, the optimal choice may be an appropriately

constructed “on the fly” ab initio MD (AIMD) simulation.18,19

Since this simulation can intrinsically duplicate the instantaneous
charge densities of water molecules in the liquid phase and is
generally suitable for simulating optical spectra, many AIMD
studies of water or deuterated water have been conducted.5,20�23

If the computationally expensive MD simulations were to be
conducted for simulating optical responses, one could utilize an
empirical water model as an alternative choice, since simulating
two-dimensional IR (2DIR) spectra24 by means of AIMD sim-
ulations is not feasible with typical computational resources.

We have therefore attempted to develop an empirical water
model for simulating the optical spectra for liquid water. To
reproduce experimental IR and Raman spectra of bulk water, the
water model needs to have the appropriate many-body electronic
polarization effects, accurate inter- and intramolecular potential
energy surfaces (PESs), and an accurate monomer dipole mo-
ment surface (DMS). There are many techniques to make an
empirical potential model polarizable. Among them, the fluctu-
ating charge model,25�27 the Thole type dipole polarizability
model,28,29 and the charge response kernel model30�32 have
been widely used to handle the polarization effect. Many polar-
izable water potentials have been developed, each with various
strengths.33 For example, the POL5/TZ and POL5/QZ water
models handle the polarization effect via fluctuating charges and
induced dipole moments.34 The AMOEBA and AMOEBA�ν
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water models employ the dipole-polarizability model.35,36 These
polarizable potential models can reproduce the experimental
properties of liquid water well; however, they are either rigid
models or do not have accurate intramolecular monomer PES and
DMS, and so cannot reproduce intramolecular IR spectra so well.

Accurate intramolecular monomer PES and DMS of water
monomer were developed by Partridge and Schwenke (PS).37

Also developed recently are the flexible, polarizable Thole-type
model version III (TTM3F)38 and the flexible polarizable Thole-
type model version IV (TTM4F)39 potentials for IR spectra,
which utilize the Thole-type dipole polarization model, PS’s
intramolecular PES, and PS’s monomer DMS. Those potentials
almost correctly describe the IR line shape and intensity of the
OH stretching vibration band obtained from experiments. How-
ever, the validity of the combination of the separately developed
polarization model and monomer DMS is unclear. The polariz-
able, flexible, and transferable potential for water (POLIR)
potential40 uses only PS’s PES.This potentialmodel has polarization
and a nonlinear DMS, both of which are empirically parametrized
for consistency. The POLIRmodel shows good agreement with the
experimental IR spectrum of the OH stretching band; however, it
does not reproduce the experimental oxygen�oxygen radial dis-
tribution function (RDF).40 Various techniques to calculate linear
and multidimensional vibrational spectra, such as two-dimensional
(2D) Raman41 and 2D IR42 spectra, have also been suggested and
examined.12,43�53 Since multidimsional vibration spectra are more
sensitive to the classical force field than linear spectra,54 it is
important to develop a precise potential which covers inter- and
intramolecular vibrational motions.

In this study, we present a polarizable water model for inter-
and intramolecular vibrational spectroscopy (POLI2VS) based
on the POLIR potential. The DMS and the polarization effect
were implemented bymeans of the distributed multipole analysis
(DMA)55 and the distributed polarization model56 to describe
the instantaneous charge density of a water molecule in a con-
sistent way. In order to reproduce the structure of liquid water,
multipoles up to quadrupole are used for the permanent part and
multipoles up to dipole are used for the induced part. While we
constructed the present water model with a consistent treatment of
the DMS and the polarization effect so as to reproduce the
experimental IR spectra of the OH stretching mode,57 the present
model also reproduces Raman spectra58 reasonably well. Although
the capability of describing low-frequency Raman spectra is limited,
the present model can also accurately describe low-frequency IR
spectra corresponding to intermolecular vibrational motions. Thus,
the present model provides a unified description of low-frequency
intermolecular to high-frequency intramolecular modes.

This paper is organized as follows. In section 2, our water
potential model is introduced and explained. In section 3, we
present some calculated properties of bulk water. In sections 4
and 5, IR and Raman spectra are discussed. Section 6 is devoted
to concluding remarks.

2. A POLARIZABLE WATER MODEL FOR INTER- AND
INTRAMOLECULAR VIBRATIONAL SPECTROSCOPY
(POLI2VS)

A. Potential Function.The total potential energy of the water
model is written as

U ¼ Uelec �Uelec, monomer þUind �Uind, monomer
þUnonelec þUintra ð1Þ

where Uelec, Uelec,monomer, Uind, Uind,monomer, Unonelec, and Uintra

are the electrostatic energy of bulk water, the electrostatic energy
of isolated water molecules, the induction energy of bulk water,
the induction energy of isolated water molecules, the repul-
sion�dispersion energy, and the intramolecular bonding energy,
respectively. When we employ the distributed multipoles, the
electrostatic energy is composed of multipole interaction en-
ergies as

Uelec ¼ UCC þUCD þUDD þUCQ þUDQ þUQQ ð2Þ
where the subscripts CC, CD, DD, CQ, DQ, and QQ stand
for charge�charge, charge�dipole, dipole�dipole, charge�
quadrupole, dipole�quadrupole, and quadrupole�quadrupole,
respectively. The multipole interaction energy of isolated water
molecules is expressed as

Uelec, monomer ¼ UCD,monomer þUDD,monomer ð3Þ
We assume that there is an electrostatic interaction site on each
atom; that is to say, a water molecule has three interaction sites.
We will let i and j denote the indices of atomic interaction sites
and R and β denote the indices of water molecules. The multi-
pole interactions in the short-range region are screened by
damping functions in order to avoid a “polarization catas-
trophe”.29 Introducing the damping functions, the screened
multipole interactions are written as

UCC ¼ ∑
R
∑

β > R
∑
ij

qRiqβj
RRiβj

λinter1 ðRij
RβÞ ð4Þ

UCD ¼ ∑
R
∑
β 6¼R
∑
ij

qRiðμβj 3RRiβjÞ
RRiβj

3 λinter3 ðRij
RβÞ

þ ∑
R
∑
i
∑
j 6¼i

qpermRi ðμind
Rj 3RRiRjÞ

RRiRj
3

( )
λintra3 ðRij

RRÞ ð5Þ
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∑

β > R
∑
ij

μRi 3μβj

RRiβj
3 λinter3 ðRij

RβÞ
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�
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ð6Þ
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inter
5 ðRij
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UQQ ¼ 1
3∑R ∑

β > R
∑
ij

2tr½Q RiQ βj�
RRiβj

5 λinter5 ðRij
RβÞ

 

� 20RRiβjQ RiQ βjRRiβj

RRiβj
7 λinter7 ðRij

RβÞ

þ 35ðRRiβjQ RiRRiβjÞðRRiβjQ βjRRiβjÞ
RRiβj

9 λinter9 ðRij
RβÞ
�

ð9Þ

where q, qperm, μ, μind, and Q are the total (permanent þ
induced) partial charge, the permanent partial charge, the total
dipole moment, the induced dipole moment, and the traceless
quadrupole,59 respectively. RRiβj is a vector from the jth site of
the molecule β toward the ith site of the molecule R, λ(u) is the
damping function andwe setRRiβj= |RRiβj| andRRβ

ij =RRiβj/Aijwith
a damping parameter Aij. Since an isolated water molecule in the
present model contains the unnecessary interaction energy which
arises from the intramolecular dipole�dipole and charge�dipole
interactions, we subtract the watermonomer energies from the total
energy following the procedure used in the POLIR potential.40

Following Thole’s study,29 the first order damping function for
intermolecular interactions is expressed as

λinter1 ðuÞ ¼ 1� exp½ � au3� þ a1=3uΓð2=3ÞQ ð2=3, au3Þ ð10Þ
where Γ(x) is the Gamma function, a is the damping parameter,
and Q(x,y) is the incomplete Gamma function. For the intra-
molecular first order damping function, we adopt the steeper
damping function introduced by Burnham, namely,39

λintra1 ðuÞ ¼ 1� exp½ � au4� þ a1=4uΓð3=4ÞQ ð3=4, au4Þ ð11Þ
In both cases, the higher order damping functions are evaluated from

λn þ 2ðuÞ ¼ λnðuÞ � u
n
dλnðuÞ
du

for n ¼ 1, 3, 5, ::: ð12Þ

Thole originally used isotropic atomic polarizabilities and
defined the parameter in the screened multipole interactions
as Aij = (RiRj)

1/6. Here, we considered anisotropic atomic
polarizabilities on atoms, so that we used the effective isotropic
polarizabilities for the damping parameters. We adopt the value
of RO and RH as 0.862 and 0.514, respectively.29 The damping
parameters a for each multipole interaction are different and are
denoted by aCC, aCD, aDD, aCQ, aDQ, and aQQ for the charge�
charge, charge�dipole, dipole�dipole, charge�quadrupole,
dipole�quadrupole, and quadrupole�quadrupole interactions,
respectively. The present model employs the distributed polar-
izability to deal with the induced charges and the induced
dipoles.55 The induction energy then arises from both the
induced dipoles and the induced charges. Using the prescrip-
tion of the distributed polarizability model, the induction
energy from the induced dipoles is written as

Uind, dipole ¼ 1
2∑R ∑i

μind
R, iðrR, iÞ�1μind

R, i ð13Þ

whereri,R is an atomic polarizability tensoron the ith atom in themole-
cule R. The induction energy from the induced charges is written as

Uind, charge ¼ 1
2∑R ∑

2

i
∑
2

j
qindR, iðRC

R, ijÞ�1qindR, j ð14Þ

where qR,i
ind is an induced charge on the ith atom in the molecule R

andRR,ij
c is the charge-flowpolarizability of themoleculeR.We can

now write the total induction energy as Uind = Uind,charge þ
Uind,dipole. The induced charges and the induced dipoles are
determined by the equilibrium conditions ∂(Uelec þ Uind)/∂μi

ind =
0, ∂(Uelec þ Uind)/∂qi

ind = 0, and ∑i
3qR,i

ind = 0. Applying these
conditions to eqs 2, 13, and 14, we can obtain the set of linear
equations

μind
R, i ¼ rR, iER, i ð15Þ

qindR, i ¼ ∑
2

j¼ 1
RC
R, ijðVR, 3 � VR, jÞ ð16Þ

where ER,i is the local electric field and we chooseVR,3 as the local
electric potential at the oxygen atom of the molecule R. Since
these equations are linear in qind and μind, we can easily solve
them by the conjugate gradient (CG) method. We utilize the
extrapolation scheme reported in ref 60 in order to predict
the initial estimation of the induced terms for iterations. For
the bonding energy Uintra, we utilize the Partridge�Schwenke
(PS) intramolecular potential surface,37 which is accurate
enough to depict the intramolecular vibrational dynamics in
the gas phase.
For the repulsion�dispersion term, we employ Halgren’s

buffered 14�7 pairwise potential used in the AMOEBA water
potential expressed as36,61

Unonelec

¼ ∑
R
∑
β 6¼R
∑
ij
εij

1þ 0:07
RRiβj=R0

ij þ 0:07

 !7
1þ 0:12

ðRRiβj=R0
ijÞ7 þ 0:12

� 2

 !

ð17Þ
where εij and Rij

0 are the potential well depth and the minimum
energy distance, respectively. The combining rules

R0
OH ¼ ðR0

HHÞ3 þ ðR0
OOÞ3

ðR0
HHÞ2 þ ðR0

OOÞ2
ð18Þ

and

εOH ¼ 4εHHεOO

ðε1=2HH þ ε1=2OOÞ2
ð19Þ

were used for the interactions between hydrogen and
oxygen atoms.
B. Parameterization. The polarization effect of the present

model is described by the distributed polarizability. While
inclusion of the response of higher multipoles than dipole
moment is feasible to draw the accurate instantaneous multipole
surface, they are not included in this model due to the computa-
tional cost. Within a linear response, the induced dipoles
M�Mperm and the external field F are related by

M�Mperm ¼ rF ð20Þ
where M = [q,μ]T, Mperm = [qperm,μperm]T, and F = [V,E]Tare
vectors consisting of the total charges and total dipoles, the
permanent charges and permanent dipoles, and the external
electric potentials and external electric fields at each atomic
center, respectively. The tensorr is the distributed polarizability.
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Note that the charge-dipole cross polarizabilities in a water
molecule are ignored in the present model. Equation 20 can
therefore be decomposed into dipole and charge parts

qindH1
qindH2

 !
¼ rcΔV

¼ Rc
H1, H1 Rc

H1,H2
Rc
H2, H1 Rc

H2,H2

 !
VO � VH1

VO � VH2

 !
ð21Þ

μind
H1

μind
H2

μind
O

0
BB@

1
CCA ¼ rdE

¼
rd
H1, H1 rd

H1,H2 rd
H1,O

rd
H2, H1 rd

H2,H2 rd
H2,O

rd
O,H1 rd

O,H2 rd
O,O

0
BB@

1
CCA

EH1

EH2

EO

0
BB@

1
CCA ð22Þ

Here, the charge flow polarizability rc depends on the config-
uration of the water molecule. The dipole polarizability rd is the
function of the atomic polarizabilities and the dumping para-
meters via eq 15. The finite field ab initio calculations at the
CCSD/aug-cc-pVQZ level were performed at 129 different
water geometries. The induced partial charges and induced
dipoles were then obtained from the GDMA program package55

via the DMA. The atomic polarizabilities and intramolecular
dumping parameters were determined to reproduce the finite
difference of induced dipoles with a least-squares fitting. The
charge-flow polarizability was then set to reproduce the molec-
ular polarizability by means of a least-squares fitting. The out-of-
plane components of atomic polarizabilities, charge-flow polar-
izabilities, permanent atomic charges, absolute values of the
permanent atomic dipole moments, and atomic quadrupoles
are expressed in geometry-dependent forms as

f ðr1, r2, θÞ ¼ ∑
ijk
cijkΔri1Δr

j
2Δθ

k,

Δri ¼ ri � req,Δθ ¼ θ� θeq
ð23Þ

where ri, θ, req, and θeq are the OH bond length, the HOH bend
angle, the equilibrium bond length, and the equilibrium bend
angle, respectively, and cijk is a fitting parameter. For the atomic
dipole moments, we use

μperm ¼ μðr1, r2, θÞ vðr1, r2Þjvðr1, r2Þj ð24Þ

vðr1, r2Þ ¼ ∑
ijk
cH1ijk Δr

i
1Δr

j
2Δr

k
HHr1 þ ∑

ijk
cH2ijk Δr

i
1Δr

j
2Δr

k
HHr2

ð25Þ
where ri is the OH bond vector, ΔrHH = rHH � rHH,eq is defined
by the distance between hydrogen atoms rHH and the equilibrium
distance between hydrogen atoms rHH,eq, and cijk

H1 and cijk
H2 are

fitting parameters, respectively. The quadrupole and polarizabil-
ity of the oxygen atom are defined in the molecular frame; the Z
axis lies along the bisector of the HOH angle; the Y axis is normal
to the molecular plane; the X axis is perpendicular to the YZ
plane. We use the right-hand system for the molecular frame.

These quantities for the hydrogen atoms are defined in the OH
frame; the Z axis lies along the OH bond; the X axis is defined
on the molecular plane and is perpendicular to the Z axis. The
permanent multipoles were determined by a least-squares fit to
the 188 points DMA data. The DMA was performed by the
GDMA program package.55 The ab initio charge densities were
calculated at the CCSD/aug-cc-pVQZ level by the Gaussian
03 program package.62

Remaining parameters were determined empirically. The
elements εij and Rij

0 in the repulsion�dispersion term were
determined to reproduce the experimental density at 298.15 K
and the pressure of 1 bar. The intermolecular damping para-
meters of the screened multipole interactions were determined
to reproduce the experimental IR spectrum of the O�H stretching
vibrations. The important parameters in this model are listed in
Table 1.

3. LIQUID WATER PROPERTIES

A. Computational Details.The MD simulations were carried
out with 216 water molecules. The charge�charge, charge�
dipole, and dipole�dipole interactions were dealt by the standard
EWALD summation with the tinfoil boundary condition, while
the interactions involving quadrupoles were cut off with the
smoothing function. Note that the normal electrostatic interac-
tions were used in the EWALD summation instead of the
screened electrostatic interaction. This treatment is valid because
the corrections made by the damping factors affect only short-
range interactions.63 As mentioned in section 2, the set of linear
equations were solved by the CG method. The convergence
criterion was |r| < 5 � 10�8 eÅ, where the residual vector
elements ri which have the unit of e were multiplied by 1 Å to
have the unit of eÅ. For isothermal�isobaric and isothermal
simulations, we solved the equations of motion by the explicit
reversible integrator64 with a time step of 0.1 fs. For micro-
canonical ensemble (NVE) simulations, we used the RESPA

Table 1. Potential Parametersa

function parameter value unit

buffered 14-7 potential εOO 0.185 kcal/mol

εHH 1.45 � 10�3 kcal/mol

ROO
0 3.577 Å

RHH
0 2.2 Å

damping

O RO 0.862 Å3

H RH 0.514 Å3

intramolecular a 0.41

intermolecular aCC 0.35

aCD 0.43

aDD 0.43

aCQ 0.4

aDQ 0.125

aQQ 0.25

multipoles req 0.957228 Å

rHH,eq 1.51395 Å

θeq 104.52 deg
aThe parameters for potential charge, permanent dipole, unit vector of
dipole moment, quadrupole, charge polarizability, and dipole polariz-
ability are presented in the Supporting Information.
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algorithm,65 where the bonded part of the evolution operator was
integrated by the sixth order symplectic method, while the others
were integrated by the second order method. The simulation box
used in constant volume simulations was 18.639 Å on a side. The
repulsion�dispersion forces and the electrostatic interactions
including quadrupoles were cut off smoothly from 9.0 to 9.1 Å
with the smoothing function (see the Appendix). The tempera-
ture and pressure of the NPT simulations were set at 298.15 K
and 1 bar. The temperature of the NVT simulations was set at
298.15 K. The NPT, NVT, and NVE ensembles were obtained
from separate 32 simulation runs (3.2 ns total simulation time),
separate 16 simulation runs (1.6 ns total simulation time), and
separate 16 simulation runs (3.2 ns total simulation time),
respectively. The IR and Raman spectra were calculated from
separate 16 constant energy simulation runs. The total simula-
tion time for simulating the IR and Raman spectra was 3.2 ns. All
the simulation runs were carried out after 200 ps equilibration. It

was found that the computational cost of this model was about
40 times more expensive than that of nonpolarizable models,
such as the SPC/E water model.66

The standard errors (SEs) of the averaged dynamic properties
were estimated from SE = σ0/(n)1/2, where σ0 is the sample
standard deviation of the averaged dynamic properties obtained
from the independent MD trajectories and n is the number of
independent MD trajectories.
B. Bulk Water Properties. Radial distribution functions

(RDFs) at 298.15 K and a pressure of 1 bar were computed
from the trajectories of the NPT simulations. Unless stated
otherwise, all other properties described here were also com-
puted by NPT simulations. Figures 1�3 show calculated RDFs
and the experimental data obtained by Soper’s group.67 While
the computed oxygen�oxygen RDF (gOO(r)) exhibits a slightly
higher first peak and shallower first trough than the experimental
data, it is consistent with the experimental results. However, it is
necessary to incorporate quantum corrections into MD simula-
tions to properly compare the simulated results with the experi-
mental RDFs. The self-diffusion coefficient was computed from
the Einstein relation using the center of mass trajectories in the
NVE simulations. The slope of the mean-squared displacement
was fitted from the range of 10�50 ps data. We obtained a self-
diffusion coefficient of about 1.83 � 10�5 cm2/s. This is lower
than the experimental value of 2.32 � 10�5 cm2/s.68 In the
present model, the angle of the monomer HOH bond is 104.52�
at the optimized configuration, while the averaged angle of the
HOH bond in liquid water is 105.14�, which is within the error
bound of experimental data.69 The increase of HOH bond angle
in liquid water was first reported with the TTM2-F model,70 and
has also been reported with the TTM3F, TTM4F, and POLIR
models, all of which employ the nonlinear DMS. The average
molecular dipole moment in liquid was evaluated as 2.93 D in
the present model, while the recently reported experimental
value of the average molecular dipole moment is around 2.9 D71

and the ab initio studies including AIMD simulations have
reported values of 2.4�3.0 D.19,72 The averaged liquid density
calculated from the present model at 298.15 K under 1 bar is
about 0.993 g/cm3, which is slightly lower than the experimental

Figure 1. Oxygen�oxygen radial distribution function gOO(r) at 298.15
K under 1 bar. The experimental data of Soper’s group67 is also
presented as the dashed line for comparison.

Figure 2. Oxygen�hydrogen radial distribution function gOH(r) at
298.15 K under 1 bar. The experimental data of Soper’s group67 is
presented as the dashed line for comparison. The intramolecular
contribution that appears as the first peak at r = 1 of the experimental
result does not appear in the simulation.

Figure 3. Hydrogen�hydrogen radial distribution function gHH(r) at
298.15 K under 1 bar. The experimental data of Soper’s group67 is
presented as the dashed line for comparison. The intramolecular
contribution that appears as the first peak at r = 1.5 of the experimental
result does not appear in the simulation.
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density 0.997 g/cm3.73 It is known that the pressure is very
sensitive to the treatment of electrostatic interactions and the
system size.74 In our simulation, the system size was relatively
small and the electrostatic interactions including quadrupoles
and the dispersion term were cut off. Therefore, the pressure
calculations are not expected to be accurate. The averaged
potential energy of liquid water is �9.036 ( 0.006 kcal/mol.
Assuming the water vapor is an ideal gas, the heat of vaporiza-
tion is calculated from

ΔHvap ¼ �Eliquid þ Egas þ RT ð26Þ

where Eliquid and Egas are the averaged potential energies of
water in the liquid and gas phases, respectively, and R is the gas
constant. We found Egas = 0.900( 0.002 kcal/mol by carrying
out the NVT simulations without the intermolecular interac-
tions. The heat of vaporization ΔHvap for this model is 10.54
( 0.01 kcal/mol which is in good agreement with the
experimentally measured ΔHvap of 10.52 kcal/mol.73

We further computed the rotational relaxation time from the
NVE simulations to show the dynamic property of liquid water.
The rotational correlation functions are defined as

CnðtÞ ¼ Pn
vðtÞvð0Þ

jvðtÞjjvð0Þj
� �� �

ð27Þ

where Pn(x) is the nth Legendre polynomial and v(t) is the
vector along the specific molecular axis. We calculated C1(t)
and C2(t) for the two vector elements, namely, the H�H
vector and the O�H vector. The correlation functions were
integrated over 50 ps to evaluate the relaxation times. We
denote the relaxation times of the H�H and O�H vectors as
τn
HH and τn

OH, respectively. All the calculated properties are
summarized in Table 2.

4. INFRARED SPECTRA

The IR spectra were calculated via the correlation function
with the harmonic quantum correction factor given by75,76

nðωÞRðωÞ ¼ πβω2

3cVε0

1
2π

� �Z ¥

�¥
dte�iωtÆMðtÞ 3Mð0Þæ ð28Þ

where c, ε0, R(ω), and n(ω) are the speed of light, the vacuum
permittivity, the molar absorption coefficient, and the frequency
dependent index of refraction. The harmonic quantum correc-
tion factor defined by

QCðωÞ ¼ βpω

ð1� expð�βpωÞÞ ð29Þ

works well even for highly anharmonic vibrations.77 Figure 4
shows the calculated IR spectrum and the experimental result
from Bertie.57 The IR spectrum decomposed into the perma-
nent, induced, and their cross contributions are shown in
Figure 5. Note that the present model has induced atomic
dipoles even without external electric fields because the model
has intramolecular dipole�dipole and charge�dipole interac-
tions. Here, the induced contribution is obtained from the total
dipole moment of the system minus the monomer dipole
moments. The present water model was parametrized to repro-
duce the intensity of the O�H stretching spectrum. Without the
blue shift of the spectral peaks, the line shape and intensity of the
spectrum in the region 3000�4000 cm�1 is consistent with the
experiment. This difference between this classicalMD simulation
and the experiment is unavoidable due to a limitation of the
classical treatment of the highly anharmonic vibrations based on
a quantum mechanical potential.76,78 The peak of the calculated
OH stretching spectrum is around 3550 cm�1, which is
150 cm�1 higher than the experimental peak position. Such peak
shifts can be calibrated in an ad hoc manner by rescaling the
frequency as ω f 0.96ω. While the rapid decrease of the blue
side of the experimental spectrum is well reproduced, the
intensity of the red side of the calculated spectrum is slightly
weaker than the experimental data. The strong enhancement of
the OH-stretching band by local electric fields is observed in
Figure 5. The intensity of the OH-stretching band is about 18
times stronger than that of the permanent contribution. The
calculated H�O�H bending peak appears at 1700 cm�1 with

Table 2. Liquid Water Properties

unit the present model experiment ensemble

ΔHvap kcal/mol 10.54 ( 0.01 10.52a NPT

Eliq kcal/mol �9.036 ( 0.006 NPT

Egas kcal/mol 0.900 ( 0.002 NVTf

ÆθHOHæ deg 105.139 ( 0.004 106b NPT

ÆrOHæ Å 0.97703 ( 0.00003 0.970b NPT

F g/cm3 0.9932 ( 0.0006 0.997a NPT

P bar 79 ( 20 NVT

Æμæ D 2.928 ( 0.001 2.9c NPT

τ1
HH ps 5.29 ( 0.06 NVE

τ2
HH ps 2.35 ( 0.02 NVE

τ1
OH ps 4.97 ( 0.06 NVE

τ2
OH ps 2.01 ( 0.02 1.95d NVE

Ds 10�5 cm2/s 1.83 ( 0.02 2.32e NVE

ÆqHpermæ e 0.2055 ( 0.0001 NPT

ÆqHindæ e 0.0606 ( 0.0002 NPT

ÆqOpermæ e �0.4110 ( 0.0001 NPT

ÆqOindæ e �0.1211 ( 0.0004 NPT
aReference 73. bReference 69. c Reference 71. d Reference 92. e Re-
ference 68. fThe simulations were carried out without the inter-
molecular interactions. From eight separate runs of 100 ps NVT
simulations.

Figure 4. IR spectrum of bulk water at about 300 K. The experimental
spectrum is from ref 57.
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the intensity slightly weaker than the experimental result about
60 cm�1 higher position. Figure 5 also indicates that the induced
dipole contribution slightly weakens the intensity of the bending signal.

In the intermolecular low-frequency region, although the
calculated spectrum is slightly stronger in the region from 600
to 900 cm�1, the result is almost consistent with experimental
data. The IR spectrum of the presented water model has a
prominent peak around 200 cm�1, which comes from the
induced dipole component. It has been suggested that the
200 cm�1 peak arises from the intermolecular charge fluctuations
in the tetrahedral structure.21,22 This suggestion is motivated by
the fact that, while the empirical force field models have had
difficulties reproducing this peak,11,38,39 it can be reproduced by
AIMD simulations. Because the present water model has no
intermolecular charge fluctuation, the present result suggests
another possibility for the origin of the 200 cm�1 peak.

5. RAMAN SPECTRA

While we chose the interactions and parameters mainly to
reproduce experimentally obtained IR spectra, we found that the
present model can reproduce Raman spectra reasonably well,
especially for high-frequency intramolecular vibrational modes.
We calculated the parallel-polarized (VV) and perpendicular-
polarized (VH) Raman spectra from the NVE simulations. The
isotropic and anisotropic Raman spectra with the harmonic
quantum correction factor of the OH stretch region were
calculated by75,79

IisoðωÞ ¼ QCðωÞ λðωÞ
2π

� ��4 1
2π

Z ¥

�¥
e�iωtÆRisoðtÞRisoð0Þæ dt

ð30Þ
and

IanisoðωÞ ¼ QCðωÞ λðωÞ
2π

� ��4 1
2π

Z ¥

�¥
e�iωtÆtr½βðtÞβð0Þ�æ dt

ð31Þ
where λ(ω) is the wavelength of the scattered radiation. The
isotropic polarizability and the anisotoropic polarizability are,

respectively, defined with the polarizability tensor of the system
Π(t) by Riso(t) = tr[Π(t)]/3 and β(t) = Π(t) � Riso(t)1. The
VV and VH Raman spectra are then obtained from IVV(ω) =
Iiso(ω) þ (2/15)Ianiso(ω) and IVH(ω) = (1/10)Ianiso(ω).

75 We
have used the approximation λ(ω) = 2πc(ω0�ω)�1, where c is
the speed of the light in a vacuum and ω0 is the frequency of the
incident radiation set by 2πc/ω0 = 488 nm. The calculated
Raman spectra of the OH stretching band are shown in Figure 6.
The peak of the calculated VH Raman spectrum at 3600 cm�1 is
experimentally observed at the peak around 3400 cm�1 58,80 with
an unsymmetrical profile. The blue peak shifts of the calculated
spectrum are due to the absence of the quantum effect. Like the
case of IR, the peak shifts can be calibrated in an ad hocmanner by
rescaling the frequency as ω f 0.96ω. While the experimental
VV Raman spectrum58,80 exhibits a broadened peak around
3000�3800 cm�1 with two small bumps at 3200 and
3400 cm�1, the calculated spectrum shows a similar peak around
3200�3800 cm�1 but without the bumps.

The Bose�Einstein (BE) corrected isotropic and anisotropic
Raman spectra in the frequency range 0�2000 cm�1 were
obtained from IBE(ω) = (1 � exp(�βpω))I(ω).81 The BE
corrected Raman spectrum is known to be proportional to the
imaginary part of the Fourier transformed optical Kerr effect
(OKE) response function.82,83 The calculated BE corrected
Raman spectra are shown in Figure 7. Experimentally, two
distinct peaks at 60 and 180 cm�1 and a broad peak at around
500 cm�1 were observed in the low-frequency anisotropic
spectrum.81,83,84 Normal mode analysis of liquid water for
intermolecular modes indicated the peaks at about 60 and
200 cm�1 correspond to the hindered translational motions of
O�O�O bending and O�O stretching of O�H 3 3 3O, respec-
tively, while the peak above 400 cm�1 corresponds to the
librational motion of water molecules.85�87 The calculated BE
corrected anisotropic Raman spectrum shows a single distinct
peak corresponding to O�O stretching at 200 cm�1. On the
contrary to the anisotropic case, the isotropic spectrum exhibits a
prominent peak at around 60 cm�1 in addition to the broad peak
at around 800 cm�1. We may enhance the anisotropic and
isotropic polarizability elements to adjust the peak at 60 cm�1

and the peak above 400 cm�1 in the anisotropic and isotropic
spectra. To this end, the dipole induced-dipole treatment of the

Figure 6. The VV and VH Raman spectra of the OH stretching band of
bulk water at about 300 K.

Figure 5. IR spectra of bulk water decomposed into permanent,
induced, and permanent-induced cross contributions. The total IR
spectrum is also shown for comparison.
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polarizability may be extended.84 However, such treatments may
alter the IR spectral profile in the low-frequency range. The form
of the harmonic quantum correction factor may also bemodified,
since the low-frequency intermolecular modes may not be an
ensemble of harmonic modes but damped anharmonic modes.
Further experimental results, such as multidimensional Raman41,88

and/or THz89,90 spectra, are necessary to identify the problem.
Because of this, we have not altered the spectra with any of these
methods.

6. CONCLUSIONS

We developed a polarizable water potential model for inter-
and intramolecular vibrational spectra. This model is based on
the POLIR potential model40 with atomic multipoles up to
quadrupoles and the charge and dipole polarizabilities included.
The polarization effects and dipole moment surface are consis-
tently parametrized by the distributed multipole analysis.55,56

The bulk properties under ambient conditions are quantitatively
in good agreement with the experimental data except for the self-
diffusion coefficient. The present model can reproduce the line
shape and intensity of the OH stretching band and the inter-
molecular IR spectrum, while the model predicts the slightly
weaker HOH bending band. Although charge fluctuations be-
tween the molecules were not implemented in the present water
model, we still obtain the distinct peak at 200 cm�1 in the IR
spectrum, which was thought to arise from the intermolecular
charge fluctuation,21,22 indicating another possibility for a cause
of this peak.

In the low-frequency anisotropic Raman spectrum, the ab-
sence of the peak at around 60 cm�1, which corresponds to the
hydrogen bond bending mode, was observed. The peak above
400 cm�1 corresponding to the librational modes is also different
from the experimental results. While we have difficulty in
reproducing the low-frequency depolarized Raman spectrum,
we leave the adjustment of our model to low-frequency Raman
modes for future study. There are too many possibilities for the
cause of this discrepancy at this stage.

The differences of the vibrational spectra between the differ-
ent potential models are not easy to see in the linear IR and third-
order Raman responses, and we expect that such differences will

be enhanced in multidimensional vibrational spectroscopies.54

Since higher-order spectroscopy, such as fifth-order Raman41

and third-order IR spectroscopy,42 measures the vibrational
relaxation process with more than two successive pumping
processes, we are able to disentangle a role of interactions
between the atoms as well as molecules in more detail.4,49 In a
future study, we will explore the interplay between inter- and
intramolecular vibrations by monitoring multidimensional vibra-
tional spectra calculated from full MD simulations50,91 using the
present potential model.

’APPENDIX

We used the switching function of the distance of the center of
mass written as

f ðRijÞ

¼ ðRij � RC2Þ3ð10RC1
2 þ RC2

2 þ 3RC2Rij þ 6Rij
2 � 5RC1ðRC2 þ 3RijÞÞ

ðRC1 � RC2Þ5
ðA1Þ

where Rij is the distance of the center of mass between molecule i
and j, RC1 and RC2 are the cutoff parameters. The values of this
function decrease from 1 at RC1 to zero at RC2.
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